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Preface
      

      
      
      
      While writing this book, my objective was to provide you the information I needed when I started using Elasticsearch: what
         its main features are and how they work under the hood. To give you a better overview of this objective, let me tell you a
         more detailed story of how this book came to life.
      

      
      I first met Elasticsearch in 2011 while working on a project for centralizing logs. My colleague Mihai Sandu showed me Graylog,
         which used Elasticsearch for log search, and setting everything up was extremely easy. Two servers could handle all our logging
         needs at the time, but we expected the data volume to grow hundreds of times in about one year. And it did. On top of that,
         we had more and more complex analysis requirements, so we quickly found out that tuning and scaling the setup required a deep
         understanding of Elasticsearch and its features.
      

      
      There was no book to teach us that, so we had to learn the hard way: lots of experiments, lots of questions and answers to
         the mailing list. The upside was that I got to know a lot of nice people that posted there regularly. This is how I came to
         work at Sematext, where I could concentrate on Elasticsearch full-time, and this is why Manning asked me if I would be interested
         in writing about Elasticsearch.
      

      
      Of course I was. They warned me it was hard work, but told me that Lee Hinman was also interested, so we joined forces. With
         two authors, we thought it was going to be easy, especially as Lee and I really clicked and provided useful feedback to one
         another. Little did we know that it’s much easier to present features in the early chapters than to combine those features
         into best practices for various use cases in later chapters. Then, with feedback from our reviewers, we found that it’s even
         more work to fit everything together, so our pace became slower and slower. That’s when Roy Russo joined us and helped with
         that final push.
      

      
      After two and a half years of early mornings, late nights, and weekends, I can finally say we’re done. It was a tough experience,
         but a rich one as well. I would surely have loved to have this book in my hands four years ago, and I hope you’ll enjoy it,
         too.
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About This Book
      

      
      
      
      Since it came out in 2010, Elasticsearch has become increasingly popular. It’s being used in a variety of setups, from product
         search—which is the traditional use case for a search engine—to real-time analytics of social media, application logs, and
         other flowing data. The strong points of Elasticsearch have always been its distributed model—which makes it scale out easily
         and efficiently—as well as its rich analytics functionality. All of this was built on top of the already established Apache
         Lucene search engine library. Lucene has evolved during this time as well, making it possible to process the same amount of
         data with less CPU, memory, and disk space.
      

      
      Elasticsearch in Action covers all the major features of Elasticsearch, from relevancy tuning by using different analyzers and query types to using
         aggregations for real-time analytics, as well as more “exotic” features, like geo-spatial search and document percolation.
      

      
      You’ll quickly find that Elasticsearch is easy to get started with. You can get your documents in, search them, build statistics,
         and even distribute and replicate your data onto multiple machines in a matter of hours. Default behavior and settings are
         very developer-friendly, making proof-of-concepts that much easier to build.
      

      
      Moving from prototypes to production is often more difficult, as you’ll bump into various functionality or performance limitations.
         That’s why we explain how each feature works under the hood, so you can tweak the right knobs in order to get good relevance
         out of your searches and good performance for both reads and writes to your cluster.
      

      
      What exactly are the features we’ll cover? Let’s look at the roadmap of this book for more details.

      
      
      Roadmap
      

      
      Elasticsearch in Action is divided into two parts: “Core functionality” and “Advanced functionality.” We recommend reading chapters in order, as
         the functionality discussed in one chapter often depends on the concepts presented in previous chapters. Each chapter contains
         code listings and snippets you can follow if you prefer a hands-on approach, but it’s not necessary to have a laptop with
         you in order to learn the concepts and how Elasticsearch works.
      

      
      The first part explains the core features—how to model and index data so you can search and analyze it as your use case requires.
         By the end of it, you’ll understand the building blocks of Elasticsearch functionality:
      

      
      

      
         
         	Chapter 1 gives an overview of what a search engine does in general and Elasticsearch’s features in particular. By the end of it you
            should know what kind of problems you can solve with Elasticsearch.
            
         

         
         	Chapter 2 gets your feet wet regarding the major functionality: indexing documents, searching them, analyzing data via aggregations,
            and scaling out to multiple nodes.
            
         

         
         	Chapter 3 covers the options you have while indexing, updating, and deleting your data. You’ll learn what kind of fields you can have
            in your documents, as well as what happens when you’re writing them.
            
         

         
         	In chapter 4 you’ll dive deeper into the realm of full-text search. You’ll discover the important types of queries and filters and learn
            how they work and when to use which.
            
         

         
         	Chapter 5 explains how analysis breaks down the text from both documents and queries into the tokens used for searching. You’ll learn
            how to use different kinds of analyzers—as well as how to build your own—in order to fully utilize Elasticsearch’s full text
            search potential.
            
         

         
         	Chapter 6 helps you complete your full text search skills by focusing on relevancy. You’ll learn about the factors affecting a document’s
            score and how to manipulate them using different scoring algorithms, boosting a particular query or field, or using values
            from the document itself—such as the number of likes or retweets—to boost the score.
            
         

         
         	Chapter 7 shows how to use aggregations to perform real-time analytics. You’ll learn how to couple aggregations with queries and how
            to nest them in order to find the number of needles in the haystack . . . dropped by someone from Poland . . . two years ago.
            
         

         
         	Chapter 8 deals with relational data, like bands and their albums. You’ll learn how to use Elasticsearch features—such as nested documents
            and parent-child relationships—as well as general NoSQL techniques (such as denormalizing or application-side joins) to index
            and search data that isn’t flat.
            
         

         
      

      
      The second part helps you get the core functionality out to production. In doing so, you’ll learn more about how each feature
         works, as well as its impact on performance and scalability:
      

      
      

      
         
         	Chapter 9 deals with scaling out to multiple nodes. You’ll learn how to shard and replicate your indices—for example, by oversharding
            or using time-based indices—so that today’s design can cope with next year’s data.
            
         

         
         	In chapter 10 you’ll find tricks that will help you squeeze more performance out of your cluster. Along the way, you’ll learn how Elasticsearch
            uses caches and writes data to disk, as well as various trade-offs you can make to tweak Elasticsearch for your use case.
            
         

         
         	Chapter 11 shows how to monitor and administer your cluster in production. We’ll cover the important metrics you should watch, how to
            back up and restore your data, and how to use shortcuts such as index templates and aliases.
            
         

         
      

      
      The book’s six appendixes cover features you should know about, but these features may not be relevant to some use cases.
         We hope that the term “appendix” doesn’t mislead you into thinking we cover these features superficially. As with the rest
         of the book, we’ll dive into the details of how each feature works under the hood:
      

      
      

      
         
         	Appendix A is about geospatial search and aggregations.
            
         

         
         	Appendix B shows how to manage Elasticsearch plugins.
            
         

         
         	In Appendix C you’ll learn about highlighting query terms in your search results.
            
         

         
         	Appendix D introduces third-party monitoring tools that you may want to use in production to help you manage Elasticsearch.
            
         

         
         	Appendix E explains how to use the Percolator in order to match few documents against many queries.
            
         

         
         	Finally, appendix F explains how to use different suggesters in order to implement did-you-mean and autocomplete functionality.
            
         

         
      

      
      
      
      Code conventions and downloads
      

      
      All source code in listings or in text is in a fixed-width font like this to separate it from ordinary text. Code annotations accompany many of the listings, highlighting important concepts.
      

      
      Source code for all the working examples in the book and instructions to run them are available at https://github.com/dakrone/elasticsearch-in-action. You can also download the code from the publisher’s website at www.manning.com/books/elasticsearch-in-action.
      

      
      The code snippets and the source code will work on Elasticsearch 1.5. They should work on all the versions of the 1.x branch.
         At the time of this writing, the roadmap for version 2.0 is becoming clearer, and it’s taken into account: we skipped features
         that will go away, such as configuration options on most predefined fields. In other places, such as filter caches, where
         1.x and 2.x simply behave differently, we specifically pointed this out in a callout.
      

      
      
      
      Author Online
      

      
      Purchase of Elasticsearch in Action includes free access to a private web forum run by Manning Publications where you can make comments about the book, ask technical
         questions, and receive help from the authors and other users. To access the Author Online forum and subscribe to it, point
         your web browser to www.manning.com/books/elasticsearch-in-action. This page provides information on how to get on the forum once you’re registered, what kind of help is available, and the
         rules of conduct on the forum.
      

      
      Manning’s commitment to our readers is to provide a venue where a meaningful dialog among individual readers and between readers
         and the authors can take place. It’s not a commitment to any specific amount of participation on the part of the authors,
         whose contribution to the forum remains voluntary.
      

      
      The Author Online forum and the archives of previous discussions will be accessible from the publisher’s website as long as
         the book is in print.
      

      
      
      
About the Cover Illustration
      

      
      
      
      The figure on the cover of Elasticsearch in Action is captioned “A man from Croatia.” The illustration is taken from a reproduction of an album of Croatian traditional costumes
         from the mid-nineteenth century by Nikola Arsenovic, published by the Ethnographic Museum in Split, Croatia, in 2003. The
         illustrations were obtained from a helpful librarian at the Ethnographic Museum in Split, itself situated in the Roman core
         of the medieval center of the town: the ruins of Emperor Diocletian’s retirement palace from around AD 304. The book includes
         finely colored illustrations of figures from different regions of Croatia, accompanied by descriptions of the costumes and
         of everyday life.
      

      
      Dress codes and lifestyles have changed over the last 200 years, and the diversity by region, so rich at the time, has faded
         away. It is now hard to tell apart the inhabitants of different continents, let alone of different hamlets or towns separated
         by only a few miles. Perhaps we have traded cultural diversity for a more varied personal life—certainly for a more varied
         and fast-paced technological life.
      

      
      Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity
         of regional life of two centuries ago, brought back to life by illustrations from old books and collections like this one.
      

      
      
      
      


Part 1. 

      
      
      In this part, we will cover what Elasticsearch can do for you in terms of functionality. We’ll start with more general concepts
         in chapter 1, where we’ll explore how Elasticsearch is typically used as a search engine, and then move on to how to model, index, search,
         and analyze data efficiently. By the end of part 1, you’ll have a deep understanding of what Elasticsearch can offer from a functionality standpoint and how you can use it
         to solve your search and real-time analytics problems.
      

      
      
      
      
      


Chapter 1. Introducing Elasticsearch
      

      
      This chapter covers

      
      

      
         
         	Understanding search engines and the issues they address
            
         

         
         	How Elasticsearch fits in the context of search engines
            
         

         
         	Typical scenarios for Elasticsearch
            
         

         
         	Features Elasticsearch provides
            
         

         
         	Installing Elasticsearch
            
         

         
      

      
      We use search everywhere these days. And that’s a good thing, because search helps you finish tasks quickly and easily. Whether
         you’re buying something from an online shop or visiting a blog, you expect to have a search box somewhere to help you find
         what you’re looking for without scanning the entire website. Maybe it’s me, but when I (Radu) wake up in the morning, I wish
         I could enter the kitchen and type in “bowl” in a search box somewhere and have my favorite bowl highlighted.
      

      
      We’ve also come to expect those search boxes to be smart. I don’t want to have to type the entire word “bowl;” I expect the
         search box to come up with suggestions, and I don’t want results and suggestions to come to me in random order. I want the search to be smart and give me the most relevant results first—to guess what I want, if that’s possible. For example,
         if I search for “laptop” from an online shop but have to scroll through laptop accessories before I get to a laptop, I’m likely
         to go somewhere else after the first page of results. And this need for relevant results and suggestions isn’t only because
         we’re in a hurry and spoiled with good search interfaces; it’s also because there’s increasingly more stuff to choose from.
         For example, a friend asked me to help her buy a new laptop. Typing “best laptop for my friend” in the search box of an online
         store that sells thousands of laptops wouldn’t be effective. Good keyword searching is often not enough; you need some statistics
         on the results so you can narrow them down to what the user is interested in. I narrowed down my laptop search by selecting
         the size of the screen, the price range, and so on, until I only had five or so laptops to choose from.
      

      
      Finally, there’s the matter of performance—because nobody wants to wait. I’ve seen websites where you search for something
         and get the results in few minutes. Minutes! For a search!
      

      
      If you want to provide search for your data, you’ll have to deal with all these issues: returning relevant search results,
         returning statistics, and doing all that quickly. This is where search engines like Elasticsearch come into play because they’re
         built to meet exactly those challenges. You can deploy a search engine on top of a relational database to create indices and
         speed up the SQL queries. Or you can index data from your NoSQL data store to add search capabilities there. You can do that
         with Elasticsearch, and it works well with document-oriented stores like MongoDB because data is represented in Elasticsearch
         as documents, too. Modern search engines like Elasticsearch also do a good job of storing your data so you can use it as a
         NoSQL data store with powerful search capabilities.
      

      
      Elasticsearch is open-source and distributed, and it’s built on top of Apache Lucene,[1] an open-source search engine library, which allows you to implement search functionality in your own Java application. Elasticsearch
         takes this Lucene function and extends it to make storing, indexing, and searching faster, easier, and, as the name suggests,
         elastic. Also, your application doesn’t need to be written in Java to work with Elasticsearch; you can send data over HTTP
         in JSON to index, search, and manage your Elasticsearch cluster.
      

      
         1 
            
More information about Apache Lucene can be found at http://lucene.apache.org/core/.
            

         

      

      
      This chapter expounds on these searching and data features, and you’ll learn how to use them throughout this book. First,
         let’s take a closer look at the challenges search engines are typically confronted with and Elasticsearch’s approach to solving
         them.
      

      
      
      1.1. Solving search problems with Elasticsearch
      

      
      To get a better idea of how Elasticsearch works, let’s look at an example. Imagine that you’re working on a website that hosts
         blogs and you want to let users search across the entire site for specific posts. Your first task is to implement keyword
         search. For example, if a user searches for “elections,” you’d better return all posts containing that word.
      

      
      A search engine will do that for you, but for a robust search feature, you need more than that: results need to come in quickly, and they need to be relevant. It’s also nice to
         provide features that help users search when they don’t know the exact words of what they’re looking for. Those features include
         detecting typos, providing suggestions, and breaking down results into categories.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      In this chapter you’ll get an overview of Elasticsearch’s features. If you want to get practical and jump to installing it,
         skip to section 1.5. You’ll find the installation procedure surprisingly easy. And you can always come back here for the high-level
         overview.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      1.1.1. Providing quick searches
      

      
      If you have a huge number of posts on your site, searching through all of them for the word “elections” can take a long time,
         and you don’t want your users to wait. That’s where Elasticsearch helps because it uses Lucene, a high-performance search
         engine library, to index all your data by default.
      

      
      An index is a data structure which you create along with your data and which is meant to allow faster searches. You can add indices
         to fields in most databases, and there are several ways to do it. Lucene does it with inverted indexing, which means it creates a data structure where it keeps a list of where each word belongs. For example, if you need to search
         for blog posts by their tags, using inverted indexing might look like table 1.1.
      

      
      Table 1.1. Inverted index for blog tags
      

      
         
            
            
            
            
         
         
            
               	
                  Raw data

               
               	
                  Index data

               
            

         
         
            
               	Blog Post ID
               	Tags
               	Tags
               	Blog Post IDs
            

            
               	1
               	elections
               	elections
               	1,3
            

            
               	2
               	peace
               	peace
               	2,3,4
            

            
               	3
               	elections, peace
               	 
               	 
            

            
               	4
               	peace
               	 
               	 
            

         
      

      
      If you search for blog posts that have an elections tag, it’s much faster to look at the index rather than looking at each word of each blog post, because you only have to look
         at the place where the tag is elections, and you’ll get all the corresponding blog posts. This speed gain makes sense in the context of a search engine. In the real
         world, you’re rarely searching for only one word. For example, if you’re searching for “Elasticsearch in Action,” three-word
         lookups imply multiplying your speed gain by three. All this may seem a bit complex at this point, but we’ll clear up the details when we discuss indexing in chapter 3 and searching in chapter 4.
      

      
      An inverted index is appropriate for a search engine when it comes to relevance, too. For example, when you’re looking up
         a word like “peace,” not only will you see which document matches, but you’ll also get the number of matching documents for
         free. This is important because if a word occurs in most documents, it’s probably less relevant. Let’s say you search for
         “Elasticsearch in Action.” and a document contains the word “in”—along with a million other documents. At this point, you
         know that “in” is a common word, and the fact that this document matched doesn’t say much about how relevant it is to your
         search. In contrast, if it contains “Elasticsearch” along with a hundred others, you know you’re getting closer to relevant
         documents. But it’s not “you” who has to know you’re getting closer; Elasticsearch does that for you. You’ll learn all about
         tuning data and searches for relevancy in chapter 6.
      

      
      That said, the tradeoff for improved search performance and relevancy is that the index will take up disk space and adding
         new blog posts will be slower because you have to update the index after adding the data itself. On the upside, tuning can
         make Elasticsearch faster, both when it comes to indexing and searching. We’ll discuss tuning in great detail in chapter 10.
      

      
      
      
      1.1.2. Ensuring relevant results
      

      
      Then there’s the hard part: how do you make the blog posts that are about elections appear before the ones that merely contain
         the word election? With Elasticsearch, you have a few algorithms for calculating the relevancy score, which is used, by default, to sort the results.
      

      
      The relevancy score is a number assigned to each document that matches your search criteria and indicates how relevant the
         given document is to the criteria. For example, if a blog post contains “elections” more times than another, it’s more likely
         to be about elections. Figure 1.1 shows an example from DuckDuckGo.
      

      
      
      
      Figure 1.1. More occurrences of the searched terms usually rank the document higher.
      

      
      [image: ]

      
      
      By default, the algorithm used to calculate a document’s relevancy score is TF-IDF. We’ll discuss scoring and TF-IDF more in chapters 4 and 6, which are about searching and relevancy, but here’s the basic idea: TF-IDF stands for term frequency–inverse document frequency, which are the two factors that influence relevancy score.
      

      
      

      
         
         	Term frequency— The more times the words you’re looking for appear in a document, the higher the score.
            
         

         
         	Inverse document frequency— The weight of each word is higher if the word is uncommon across other documents.
            
         

         
      

      
      For example, if you’re looking for “bicycle race” on a cyclist’s blog, the word “bicycle” counts much less for the score than
         “race.” But the more times both words appear in a document, the higher that document’s score.
      

      
      In addition to choosing an algorithm, Elasticsearch provides many other built-in features to influence the relevancy score
         to suit your needs. For example, you can “boost” the score of a particular field, such as the title of a post, to be more
         important than the body. This gives higher scores to documents that match your search criteria in the title, compared to similar
         documents that match only the body. You can make exact matches count more than partial matches, and you can even use a script
         to add custom criteria to the way the score is calculated. For example, if you let users like posts, you can boost the score
         based on the number of likes, or you can make newer posts have higher scores than similar, older posts.
      

      
      Don’t worry about the mechanics of any of these features right now; we discuss relevancy in great detail in chapter 6. For now, let’s focus on what you can do with Elasticsearch and when you’d want to use those features.
      

      
      
      
      1.1.3. Searching beyond exact matches
      

      
      With Elasticsearch you have options to make your searches intuitive and go beyond exactly matching what the user types in.
         These options are handy when the user enters a typo or uses a synonym or a derived word different than what you’ve stored.
         They’re also handy when the user doesn’t know exactly what to search for in the first place.
      

      
      
      Handling typos
      

      
      You can configure Elasticsearch to be tolerant of variations instead of looking for only exact matches. A fuzzy query can
         be used so a search for “bicycel” will match a blog post about bicycles. We explore fuzzy queries and other features that
         make your searches relevant in chapter 6.
      

      
      
      
      Supporting derivatives
      

      
      You can also use analysis, covered in chapter 5, to make Elasticsearch understand that a blog with “bicycle” in its title should also match queries that mention “bicyclist”
         or “cycling.” You probably noticed that in figure 1.1, where “elections” matched “election” as well. You might have also noticed that matching terms are highlighted in bold. Elasticsearch can do that too—we’ll cover highlighting in appendix C.
      

      
      
      
      Using statistics
      

      
      When users don’t know what to search for, you can help them in a number of ways. One way is to present statistics through
         aggregations, which we cover in chapter 7. Aggregations are a way to get counters from the results of your query, like how many topics fall into each category or the
         average number of likes and shares for each of those categories. Imagine that upon entering your blog, users see popular topics
         listed on the right-hand side. One topic may be cycling. Those interested in cycling would click that topic to narrow the
         results. Then, you might have another aggregation to separate cycling posts into “bicycle reviews,” “cycling events,” and
         so on.
      

      
      
      
      Providing suggestions
      

      
      Once users start typing, you can help them discover popular searches and results. You can use suggestions to predict their
         searches as they type, as most search engines on the web do. You can also show popular results as they type, using special
         query types that match prefixes, wild cards, or regular expressions. In appendix F, we’ll also discuss suggesters, which are faster-than-normal queries for autocomplete and did-you-mean functionality.
      

      
      Now that we’ve discussed what high-level features Elasticsearch provides, let’s look at how those features are typically used
         in production.
      

      
      
      
      
      
      1.2. Exploring typical Elasticsearch use cases
      

      
      We’ve already established that storing and indexing your data in Elasticsearch is a good way to provide quick and relevant
         results to your searches. But in the end, Elasticsearch is just a search engine, and you’ll never use it on its own. Like
         any other data store, you need a way to feed data into it, and you probably need to provide an interface for the users searching
         that data.
      

      
      To get an idea of how Elasticsearch might fit into a bigger system, let’s consider three typical scenarios:

      
      

      
         
         	Elasticsearch as the primary back end for your website— As we discussed, you may have a website that allows people to write blog posts, but you also want the ability to search through
            the posts. You can use Elasticsearch to store all the data related to these posts and serve queries as well.
            
         

         
         	Adding Elasticsearch to an existing system— You may be reading this book because you already have a system that’s crunching data and you want to add search. We’ll look
            at a couple of overall designs on how that might be done.
            
         

         
         	Elasticsearch as the back end of a ready-made solution built around it— Because Elasticsearch is open-source and offers a straightforward HTTP interface, a big ecosystem supports it. For example,
            Elasticsearch is popular for centralizing logs; given the tools already available that can write to and read from Elasticsearch,
            other than configuring those tools to work the way you want, you don’t need to develop anything.
            
         

         
      

      
      Let’s take a closer look at each of these scenarios.

      
      
      
      1.2.1. Using Elasticsearch as the primary back end
      

      
      Traditionally, search engines are deployed on top of well-established data stores to provide fast and relevant search capability.
         That’s because historically search engines haven’t offered durable storage or other features that are often needed, such as
         statistics.
      

      
      Elasticsearch is one of those modern search engines that provide durable storage, statistics, and many other features you’ve
         come to expect from a data store. If you’re starting a new project, we recommend that you consider using Elasticsearch as
         the only data store to help keep your design as simple as possible. This might not work well for all use cases—for instance,
         when you have lots of updates—so you can also use Elasticsearch on top of another data store.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Like other NoSQL data stores, Elasticsearch doesn’t support transactions. In chapter 3, you’ll see how you can use versioning to manage concurrency, but if you need transactions, consider using another database
         as the “source of truth.” Also, regular backups are a good practice when you’re using a single data store. We’ll discuss backups
         in chapter 11.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Let’s return to the blog example: you can store newly written blog posts in Elasticsearch. Similarly, you can use Elasticsearch
         to retrieve, search, or do statistics through all that data, as shown in figure 1.2.
      

      
      
      
      Figure 1.2. Elasticsearch as the only back end storing and indexing all your data
      

      
      
      
      [image: ]

      
      
      
      What happens if a server goes down? You can get fault tolerance by replicating your data to different servers. Many other
         features make Elasticsearch a tempting NoSQL data store. It can’t be great for everything, but you should weigh whether including
         another data store in your overall design is worth the extra complexity.
      

      
      
      
      1.2.2. Adding Elasticsearch to an existing system
      

      
      By itself, Elasticsearch may not always provide all the functionality you need from a data store. Some situations may require
         you to use Elasticsearch in addition to another data store.
      

      
      For example, transaction support and complex relationships are features that Elastic search doesn’t currently support, at
         least in version 1. If you need those features, consider using Elasticsearch along with a different data store.
      

      
      Or you may already have a complex system that works, but you want to add search. It might be risky to redesign the entire
         system for the sole purpose of using Elasticsearch alone (though you might want to do that over time). The safer approach
         is to add Elasticsearch to your system and make it work with your existing components.
      

      
      Either way, if you have two data stores, you’ll have to find a way to keep them synchronized. Depending on what your primary
         data store is and how your data is laid out, you can deploy an Elasticsearch plugin to keep the two entities synchronized,
         as illustrated in figure 1.3.
      

      
      
      
      Figure 1.3. Elasticsearch in the same system with another data store
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      For example, suppose you have an online retail store with product information stored in an SQL database. You need fast and
         relevant searching, so you install Elasticsearch. To index the data, you need to deploy a synchronizing mechanism, which can
         be an Elasticsearch plugin or a custom service that you build. You’ll learn more about plugins in appendix B and about dealing with indexing and updating from your own application in chapter 3. This synchronizing mechanism could pull all the data corresponding to each product and index it in Elasticsearch, where
         each product is stored as a document.
      

      
      When a user types in search criteria on the web page, the storefront web application queries Elasticsearch for that criteria.
         Elasticsearch returns a number of product documents that match the criteria, sorted in the way you prefer. Sorting can be
         based on a relevance score that indicates how many times the words people searched for appear in each product, or anything
         stored in the product document, such as how recently the product was added, the average rating, or even a combination of those.
      

      
      Inserting or updating information can still be done on the “primary” SQL database, so you can use Elasticsearch solely for
         handling searches. It’s up to the synchronizing mechanism to keep Elasticsearch up to date with the latest changes.
      

      
      When you need to integrate Elasticsearch with other components, you can check for existing tools that may already do what
         you need. As we’ll explore in the next section, there’s a strong community building tools for Elasticsearch, and sometimes
         you don’t have to build any custom component.
      

      
      
      
      1.2.3. Using Elasticsearch with existing tools
      

      
      In some use cases, you don’t have to write a single line of code to get a job done with Elasticsearch. Many tools are available
         that work with Elasticsearch, so you don’t have to write yours from scratch.
      

      
      For example, say you want to deploy a large-scale logging framework to store, search, and analyze a large number of events.
         As shown in figure 1.4, to process logs and output to Elasticsearch, you can use logging tools such as Rsyslog (www.rsyslog.com), Logstash[2] (www.elastic.co/products/logstash), or Apache Flume (http://flume.apache.org). To search and analyze those logs in a visual interface, you can use Kibana (www.elastic.co/products/kibana).[3]

      
         2 
            
Ryslog home page: www.rsyslog.com

         

      

      
         3 
            
Kibana home page: www.elastic.co/products/kibana

         

      

      
      
      
      Figure 1.4. Elasticsearch in a system of logging tools that support Elasticsearch out of the box
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      The fact that Elasticsearch is open-source—under the Apache 2 license, to be precise—isn’t the only reason that so many tools
         support it. Even though Elasticsearch is written in Java, there’s more than a Java API that lets you work with it. It also
         exposes a REST API, which any application can access, no matter the programming language it was written in.
      

      
      What’s more, the REST requests and replies are typically in JSON (JavaScript Object Notation) format. Typically, a REST request
         has its payload in JSON, and replies are also a JSON document.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         JSON and YAML
         
         JSON is a format for expressing data structures. A JSON object typically contains keys and values, where values can be strings,
            numbers, true/false, null, another object, or an array. For more details about the JSON format, visit http://json.org/.
         

         
         JSON is easy for applications to parse and generate. YAML (YAML Ain’t Markup Language) is also supported for the same purpose.
            To activate YAML, add the format =yaml parameter to the HTTP request. For more details on YAML, visit http://yaml.org. Although JSON is typically used for HTTP communication, the configuration files are usually written in YAML. In this book
            we stick with the popular formats: JSON for LHTT communication and YAML for configuration.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      For example, a log event might look like this when you index it in Elasticsearch:
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      Note

      
      
      Throughout this book, JSON field names are shown in blue and their values are in red to make the code easier to read.

      
      
         
            
         
         
            
               	
            

         
      

      
      A search request for log events with a value of first in the message field would look like this:
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      Sending data and running queries by sending JSON objects over HTTP makes it easy for you to extend anything—from a syslog
         daemon like Rsyslog to a connecting framework like Apache ManifoldCF (http://manifoldcf.apache.org)—to interact with Elasticsearch. If you’re building a new application from scratch or want to add search to an existing application,
         the REST API is one of the features that makes Elasticsearch appealing. In the next section we’ll look at other such features.
      

      
      
      
      1.2.4. Main Elasticsearch features
      

      
      Elasticsearch allows you to easily access Lucene’s functionality for indexing and searching your data. On the indexing side,
         you have lots of options for how to process the text in them and how to store that processed text. When searching, you have
         many queries and filters to choose from. Elasticsearch exposes this functionality through the REST API, allowing you to structure
         queries in JSON and adjust most of the configuration though the same API.
      

      
      On top of what Lucene provides, Elasticsearch adds its own, higher-level functionality, from caching to real-time analytics.
         In chapter 7 you’ll learn how to do these analytics through aggregations, which can give you results like the most popular blog tags,
         the average popularity of a certain group of posts, and endless combinations such as the average popularity of posts for each
         tag.
      

      
      Another level of abstraction is the way you can organize documents: multiple indices can be searched separately or together,
         and you can put different types of documents within each index.
      

      
      Finally, Elasticsearch is, as the name suggests, elastic. It’s clustered by default—you call it a cluster even if you run
         it on a single server—and you can always add more servers to increase capacity or fault tolerance. Similarly, you can easily
         remove servers from the cluster to reduce costs if you have lower load.
      

      
      We’ll discuss all these features in great detail in the rest of the book—scaling, in particular, is addressed in chapter 9—but before that, let’s have a closer look and see how these features are useful.
      

      
      
      
      1.2.5. Extending Lucene functionality
      

      
      In many use cases, users search based on multiple criteria. For example, you can search for multiple words in multiple fields;
         some criteria would be mandatory and some would be optional. One of the most appreciated features of Elasticsearch is its
         well-structured REST API: you can structure your queries in JSON to combine different types of queries in many ways. We’ll
         show you how in chapter 4, and you’ll also see how you can use filters to include or exclude results in a cheap and cacheable way. Your JSON search
         can include both queries and filters, as well as aggregations, which generate statistics from matching documents.
      

      
      Through the same REST API you can read and change many settings (as you’ll see in chapter 11), as well as the way documents are indexed.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         What about Apache Solr?
         
         If you’ve already heard about Lucene, you’ve probably also heard about Solr, which is an open-source, distributed search engine
            based on Lucene. In fact, Lucene and Solr merged as a single Apache project in 2010, so you might wonder how Elasticsearch
            compares with Solr.
         

         
         Both search engines provide similar functionality, and features evolve quickly with each new version. You can search the web
            for comparisons, but we recommend taking them with a grain of salt. Besides being tied to particular versions, which makes
            such comparisons obsolete in a matter of months, many of them are biased for various reasons.
         

         
         That said, a few historical facts help explain the origins of the two products. Solr was created in 2004 and Elasticsearch
            in 2010. When Elasticsearch came around, its distributed model, which is discussed later in this chapter, made it much easier
            to scale out than any of its competitors, which suggests the “elastic” part of the name. In the meantime, however, Solr added
            sharding with version 4.0, which makes the “distributed” argument debatable, like many other aspects.
         

         
         At the time of this writing, Elasticsearch and Solr each have features that the other one doesn’t, and choosing between them
            may come down to the specific functionality you need at a given point in time. For many use cases, the functionality you need
            is covered by both, and, as is often the case with competitors, choosing between them becomes a matter of taste. If you want
            to read more about Solr, we recommend Solr in Action by Trey Grainger and Timothy Potter (Manning, 2014).
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      When it comes to the way documents are indexed, one important aspect is analysis. Through analysis, the words from the text you’re indexing become terms in Elasticsearch. For example, if you index the text “bicycle race,”
         analysis may produce the terms “bicycle,” “race,” “cycling,” and “racing,” and when you search for any of those terms, the
         corresponding document is included in the results. The same analysis process applies when you search, as illustrated in figure 1.5. If you enter “bicycle race,” you probably don’t want to search for only the exact match. Maybe a document that contains
         both those words somewhere will do.
      

      
      
      
      Figure 1.5. Analysis breaks text into words, both when you’re indexing and when you’re searching.
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      The default analyzer first breaks text into words by looking for common word separators, such as a space or a comma. Then
         it lowercases those words, so that “Bicycle Race” generates “bicycle” and “race.” There are many more analyzers, and you can
         also build your own. We’ll show you how in chapter 5.
      

      
      At this point you might want to know more about what’s in that “indexed data” box shown in figure 1.5 because it sounds quite vague. As we’ll discuss next, data is organized in documents. By default, Elasticsearch stores your
         documents as they are, and it also puts all the terms resulting from analysis into the inverted index to enable the all-important
         fast and relevant searches. We go into more detail about indexing and storing data in chapter 3. For now, let’s take a closer look at why Elasticsearch is document-oriented and how it groups documents in types and indices.
      

      
      
      
      1.2.6. Structuring your data in Elasticsearch
      

      
      Unlike a relational database, which stores data in records or rows, Elasticsearch stores data in documents. Yet, to some extent,
         the two concepts are similar. With rows in a table, you have columns, and for each column, each row has a value. With a document
         you have keys and values, in much the same way.
      

      
      The difference is that a document is more flexible than a row, mainly because—in Elasticsearch, at least—a document can be
         hierarchical. For example, in the same way you associate a key with a string value, such as "author":"Joe", a document can have an array of strings, such as "tags":["cycling", "bicycles"], or even key-value pairs, such as "author":{"first_name":"Joe", "last_name":"Smith"}. This flexibility is important because it encourages you to keep all the data that belongs to a logical entity in the same
         document, as opposed to keeping it in different rows in different tables. For example, the easiest (and probably fastest)
         way of storing blog articles is to keep all the data that belongs to a post in the same document. This way, searches are fast
         because you don’t need joins or any other relational work.
      

      
      If you have an SQL background, you might miss the ability to use joins. Unfortunately, they’re not supported, at least in
         version 1.76 installed. Once that’s in place, you’re typically only a download away from getting Elasticsearch ready to start.
      

      
      
      
      1.2.7. Installing Java
      

      
      If you don’t have a Java Runtime Environment (JRE) already, you’ll have to install it first. Any JRE should work, as long
         as it’s version 1.7 or later. Typically, you install the one from Oracle (www.java.com/en/download/index.jsp) or the open-source implementation, OpenJDK (http://download.java.net/openjdk/).
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Troubleshooting “no Java found” errors
         
         With Elasticsearch, as with other Java applications, it might happen that you’ve downloaded and installed Java, but the application
            refuses to start, complaining that it can’t find Java.
         

         
         Elasticsearch’s script looks for Java in two places: the JAVA_HOME environment variable and the system path. To check if it’s in JAVA_HOME, use the env command on UNIX-like systems and the set command on Windows. To check if it’s in the system path, run the following command: % java -version.
         

         
         If it works, then Java is in your path. If it doesn’t, either configure JAVA_HOME or add the Java binary to your path. The Java binary is typically found wherever you installed Java (which should be JAVA_HOME), in the bin directory.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      1.2.8. Downloading and starting Elasticsearch
      

      
      With Java set up, you need to get Elasticsearch and start it. Download the package that best fits your environment. The following
         package options are available from www.elastic.co/downloads/elasticsearch: Tar, ZIP, RPM, and DEB.
      

      
      
      Any UNIX-like operating system
      

      
      If you’re running on Linux, Mac, or any other UNIX-like operating system, you can get Elasticsearch from the tar.gz package.
         Then you can unpack it and start Elasticsearch with the shell script from the archive:
      

      
      % tar zxf elasticsearch-*.tar.gz
% cd elasticsearch-*
% bin/elasticsearch

      
      
      
      Homebrew package manager for OS X
      

      
      If you need an easier way to install Elasticsearch on your Mac, you can install Homebrew. Instructions for doing that can
         be found at http://brew.sh. With Homebrew installed, getting Elasticsearch is a matter of running the following command:
      

      
      % brew install elasticsearch

      
      Then you start it in a similar way to the tar.gz archive:

      
      % elasticsearch

      
      
      
      ZIP package
      

      
      If you’re running on Windows, download the ZIP archive. Unpack it and then run elasticsearch.bat from the bin/ directory,
         much as you run Elasticsearch on UNIX:
      

      
      % bin\elasticsearch.bat

      
      
      
      RPM or DEB packages
      

      
      If you’re running on Red Hat Linux, CentOS, SUSE, or anything else that works with RPMs, or Debian, Ubuntu, or anything else
         that works with DEBs, there are RPM and DEB repositories provided by Elastic. You can see how to use them at www.elastic.co/guide/en/elasticsearch/reference/current/setup-repositories.html.
      

      
      Once you get Elasticsearch installed, which basically requires adding the repository to your list and running an install command,
         you can start it by running:
      

      
      % systemctl start elasticsearch.service
Or, if your operating system doesn't have systemd:
% /etc/init.d/elasticsearch start

      
      If you want to see what Elasticsearch is doing, look up the logs in /var/log/elasticsearch/. If you installed it by unpacking
         the TAR or ZIP archive, you should find them in the logs/ directory within the unpacked archive.
      

      
      
      
      
      1.2.9. Verifying that it works
      

      
      Now that you have Elasticsearch installed and started, let’s take a look at the logs generated during startup and connect
         to the REST API for the first time.
      

      
      
      
      Examining the startup logs
      

      
      When you first run Elasticsearch, you see a series of log lines telling you what’s going on. Let’s take a look at some of
         those lines and what they mean.
      

      
      The first line typically provides statistics about the node you started:

      
      [node] [Karkas] version[1.4.0], pid[6011], build[bc94bd8/2014-11-05T14:26:12Z]

      
      By default, Elasticsearch gives your node a random name, in this case Karkas, which you can modify from the configuration. You can see details on the particular Elasticsearch version you’re running,
         along with the PID of the Java process that started.
      

      
      Plugins are loaded during initialization, and no plugins are included by default:

      
      [plugins] [Karkas] loaded [], sites []

      
      For more information about plugins, see appendix B.
      

      
      Port 9300 is used by default for inter-node communication, called transport:

      
      [transport] [Karkas] bound_address {inet[/0.0.0.0:9300]}, publish_address {inet[/192.168.1.8:9300]}

      
      If you use the native Java API instead of the REST API, this is the point where you need to connect.

      
      In the next line, a master node was elected and it’s the node you started named Karkas:
      

      
      [cluster.service] [Karkas] new_master [Karkas][YPHC_vWiQVuSX-ZIJIlMhg][inet[/192.168.1.8:9300]], reason: zen-disco-join (elected_as_master)

      
      We discuss master election in chapter 9, which covers scaling out. The basic idea is that each cluster has a master node, responsible for knowing which nodes are
         in the cluster and where all the shards are located. Each time the master is unavailable, a new one is elected. In this case,
         you started the first node in the cluster, so this is your master.
      

      
      Port 9200 is used for HTTP communication by default. This is where applications using the REST API connect:

      
      [http] [Karkas] bound_address {inet[/0.0.0.0:9200]}, publish_address {inet[/192.168.1.8:9200]}

      
      The next line indicates that your node is now started:

      
      [node] [Karkas] started

      
      At this point, you can connect to it and start issuing requests.

      
      The gateway is the component of Elasticsearch responsible for persisting your data to disk so you don’t lose it if the node
         goes down:
      

      
      [gateway] [Karkas] recovered [0] indices into cluster_state

      
      When you start your node, the gateway looks on the disk to see if any data is saved so it can restore it. In this case, there’s
         no index to restore.
      

      
      Much of the information we’ve looked at in these log lines—from the node name to the gateway settings—is configurable. We
         talk about configuration options, and the concepts around them, as the book progresses. You can expect such configuration
         options to appear in part 2, which is all about performance and administration. Until then, you won’t need to configure much because the default values
         are developer-friendly.
      

      
      
         
            
         
         
            
               	
            

         
      

      Warning

      
      
      Default values are so developer-friendly that if you start another Elasticsearch instance on another computer within the same
         multicast-enabled network, it will join the same cluster as the first instance, which might lead to unexpected results, such
         as shards migrating from one to the other. To prevent this, you can change the cluster name in the elasticsearch.yml configuration
         file, as shown in chapter 2, section 2.5.1

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Using the REST API
      

      
      The easiest way to connect to the REST API is by pointing your browser to http://localhost:9200. If you didn’t install Elasticsearch
         on your local machine, replace localhost with the IP address of the remote machine. By default, Elasticsearch listens for incoming HTTP requests on port 9200 of all
         interfaces. If the request works, you should get a JSON reply, showing that it works, as shown in figure 1.6.
      

      
      
      
      Figure 1.6. Checking out Elasticsearch from your browser
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      1.3. Summary
      

      
      Now that you’re all set up, let’s review what we explored in this chapter:

      
      

      
         
         	Elasticsearch is an open-source, distributed search engine built on top of Apache Lucene.
            
         

         
         	The typical use case for Elasticsearch is to index large amounts of data so you can run full-text searches and real-time statistics
            on it.
            
         

         
         	Elasticsearch provides features that go well beyond full-text search; for example, you can tune the relevance of your searches
            and offer search suggestions.
            
         

         
         	To get started, download the package, unpack it if necessary, and run the Elasticsearch start script.
            
         

         
         	For indexing and searching data, as well as for managing your cluster’s settings, use the JSON over HTTP API and get back
            a JSON reply.
            
         

         
         	You can also look at Elasticsearch as a NoSQL data store with real-time search and analytics capabilities. It’s document-oriented
            and scalable by default.
            
         

         
         	Elasticsearch automatically divides data into shards, which get balanced across the available servers in your cluster. This
            makes it easy to add and remove servers on the fly. Shards are also replicated, making your cluster fault-tolerant.
            
         

         
      

      
      In chapter 2, you’ll get to know Elasticsearch even better by indexing and searching real data.
      

      
      
      
      
      
      
      


Chapter 2. Diving into the functionality
      

      
      This chapter covers

      
      

      
         
         	Defining documents, types, and indices
            
         

         
         	Understanding Elasticsearch nodes and primary and replica shards
            
         

         
         	Indexing documents with cURL and a data set
            
         

         
         	Searching and retrieving data
            
         

         
         	Setting Elasticsearch configuration options
            
         

         
         	Working with multiple nodes
            
         

         
      

      
      Now you know what kind of search engine Elasticsearch is, and you’ve seen some of its main features in chapter 1. Let’s switch to the practical side and see how it does what it’s good at. Imagine you’re tasked with creating a way to search
         through millions of documents, like a website that allows people to build common interest groups and get together. In this
         case, documents could be the get-together groups, individual events. You need to implement this in a fault-tolerant way, and
         you need your setup to be able to accommodate more data and more concurrent searches, as your get-together site becomes more
         successful.
      

      
      In this chapter, we’ll show you how to deal with such a scenario by explaining how Elasticsearch data is organized. Then you’ll
         get practical and start indexing and searching some real data for a get-together website using the code samples provided for this chapter. We’ll use this get-together
         example and the code samples throughout the book to allow you to do some “real” searches and indexing.
      

      
      All operations will be done using cURL, a nice little command-line tool for HTTP requests. Later you can translate what cURL does into your preferred programming
         language if you need to. Toward the end of the chapter, you’ll make some configuration changes and start new instances of
         Elasticsearch, so you can experiment with a cluster of multiple nodes.
      

      
      We’ll get started with data organization. To understand how data is organized in Elasticsearch, we’ll look at it from two
         angles:
      

      
      

      
         
         	Logical layout— What your search application needs to be aware of.
            The unit you’ll use for indexing and searching is a document, and you can think of it like a row in a relational database.
            Documents are grouped into types, which contain documents in a way similar to how tables contain rows. Finally, one or multiple
            types live in an index, the biggest container, similar to a database in the SQL world.
            
         

         
         	Physical layout— How Elasticsearch handles your data in the background.
            Elasticsearch divides each index into shards, which can migrate between servers that make up a cluster. Typically, applications don’t care about this because they work
            with Elasticsearch in much the same way, whether it’s one or more servers. But when you’re administering the cluster, you
            care because the way you configure the physical layout determines its performance, scalability, and availability.
            
         

         
      

      
      Figure 2.1 illustrates the two perspectives.
      

      
      
      
      Figure 2.1. An Elasticsearch cluster from the application’s and administrator’s points of view
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      Let’s start with the logical layout—or what the application sees.
      

      
      
      2.1. Understanding the logical layout: documents, types, and indices
      

      
      When you index a document in Elasticsearch, you put it in a type within an index. You can see this idea in figure 2.2, where the get-together index contains two types: event and group. Those types contain documents, such as the one labeled
         1. The label 1 is that document’s ID.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      The ID doesn’t have to be an integer. It’s actually a string, and there are no constraints—you can put there whatever makes
         sense for your application.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The index-type-ID combination uniquely identifies a document in your Elasticsearch setup. When you search, you can look for
         documents in that specific type, of that specific index, or you can search across multiple types or even multiple indices.
      

      
      At this point you might ask: what exactly are a document, a type, and an index? That’s exactly what we’re going to discuss
         next.
      

      
      
      
      Figure 2.2. Logical layout of data in Elasticsearch: how an application sees data
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      2.1.1. Documents
      

      
      We said in chapter 1 that Elasticsearch is document-oriented, meaning the smallest unit of data you index or search for is a document. A document has a few important properties in Elasticsearch:
      

      
      

      
         
         	It’s self-contained. A document contains both the fields (name) and their values (Elasticsearch Denver).
            
         

         
         	It can be hierarchical. Think of this as documents within documents. A value of a field can be simple, like the value of the location field can be
            a string. It can also contain other fields and values. For example, the location field might contain both a city and a street address within it.
            
         

         
         	It has a flexible structure. Your documents don’t depend on a predefined schema. For example, not all events need description values, so that field can
            be omitted altogether. But it might require new fields, such as the latitude and longitude of the location.
            
         

         
      

      
      A document is normally a JSON representation of your data. As we discussed in chapter 1, JSON over HTTP is the most widely used way to communicate with Elasticsearch, and it’s the method we use throughout the
         book. For example, an event in your get-together site can be represented in the following document:
      

      
      {
  "name": "Elasticsearch Denver",
  "organizer": "Lee",
  "location": "Denver, Colorado, USA"
}

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Throughout the book, we’ll use different colors for the field names and values of the JSON documents to make them easier to
         read. Field names are darker/blue, and values are in lighter/red.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      You can also imagine a table with three columns: name, organizer, and location. The document would be a row containing the
         values. But there are some differences that make this comparison inexact. One difference is that, unlike rows, documents can
         be hierarchical. For example, the location can contain a name and a geolocation:
      

      
      {
  "name": "Elasticsearch Denver",
  "organizer": "Lee",
  "location": {
    "name": "Denver, Colorado, USA",
    "geolocation": "39.7392, -104.9847"
  }
}

      
      A single document can also contain arrays of values; for example:
      

      
      {
  "name": "Elasticsearch Denver",
  "organizer": "Lee",
  "members": ["Lee", "Mike"]
}

      
      Documents in Elasticsearch are said to be schema-free, in the sense that not all your documents need to have the same fields, so they’re not bound to the same schema. For example,
         you could omit the location altogether in case the organizer needs to be called before every gathering:
      

      
      {
  "name": "Elasticsearch Denver",
  "organizer": "Lee",
  "members": ["Lee", "Mike"]
}

      
      Although you can add or omit fields at will, the type of each field matters: some are strings, some are integers, and so on.
         Because of that, Elasticsearch keeps a mapping of all your fields and their types and other settings. This mapping is specific
         to every type of every index. That’s why types are sometime called mapping types in Elasticsearch terminology
      

      
      
      
      2.1.2. Types
      

      
      Types are logical containers for documents, similar to how tables are containers for rows. You’d put documents with different
         structures (schemas) in different types. For example, you could have a type that defines get-together groups and another type
         for the events when people gather.
      

      
      The definition of fields in each type is called a mapping. For example, name would be mapped as a string, but the geolocation field under location would be mapped as a special geo_point type. (We explore working with geospatial data in appendix A.) Each kind of field is handled differently. For example, you search for a word in the name field and you search for groups by location to find those that are located near where you live.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Whenever you search in a field that isn’t at the root of your JSON document, you must specify its path. For example, the geolocation field under location is referred to as location.geolocation.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      You may ask yourself: if Elasticsearch is schema-free, why does each document belong to a type, and each type contains a mapping,
         which is like a schema?
      

      
      We say schema-free because documents are not bound to the schema. They aren’t required to contain all the fields defined in your mapping and
         may come up with new fields. How does it work? First, the mapping contains all the fields of all the documents indexed so far in that type. But not all documents have to have all fields. Also, if a new document gets indexed
         with a field that’s not already in the mapping, Elasticsearch automatically adds that new field to your mapping. To add that
         field, it has to decide what type it is, so it guesses it. For example, if the value is 7, it assumes it’s a long type.
      

      
      This autodetection of new fields has its downside because Elasticsearch might not guess right. For example, after indexing
         7, you might want to index hello world, which will fail because it’s a string and not a long. In production, the safe way to go is to define your mapping before indexing data. We talk more about defining mappings in
         chapter 3.
      

      
      Mapping types only divide documents logically. Physically, documents from the same index are written to disk regardless of
         the mapping type they belong to.
      

      
      
      
      2.1.3. Indices
      

      
      Indices are containers for mapping types. An Elasticsearch index is an independent chunk of documents, much like a database is in the relational world: each index is stored on the disk in
         the same set of files; it stores all the fields from all the mapping types in there, and it has its own settings. For example,
         each index has a setting called refresh_interval, which defines the interval at which newly indexed documents are made available for searches. This refresh operation is quite expensive in terms of performance, and this is why it’s done occasionally—by default, every second—instead
         of doing it after each indexed document. If you’ve read that Elasticsearch is near-real-time, this refresh process is what it refers to.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Just as you can search across types, you can search across indices. This gives you flexibility in the way you can organize
         documents. For example, you can put your get-together events and the blog posts about them in different indices or in different
         types of the same index. Some ways are more efficient than others, depending on your use case. We talk more about how to organize
         your data for efficient indexing in chapter 3.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      One example of index-specific settings is the number of shards. You saw in chapter 1 that an index can be made up of one or more chunks called shards. This is good for scalability: you can run Elasticsearch
         on multiple servers and have shards of the same index live on all of them. Next, we’ll take a closer look at how sharding
         works in Elasticsearch.
      

      
      
      
      
      2.2. Understanding the physical layout: nodes and shards
      

      
      Understanding how data is physically laid out boils down to understanding how Elasticsearch scales. Although chapter 9 is dedicated entirely to scaling, in this section, we’ll introduce you to how scaling works by looking at how multiple nodes
         work together in a cluster, how data is divided in shards and replicated, and how indexing and searching work with multiple
         shards and replicas.
      

      
      To understand the big picture, let’s review what happens when an Elasticsearch index is created. By default, each index is
         made up of five primary shards, each with one replica, for a total of ten shards, as illustrated in figure 2.3.
      

      
      
      
      Figure 2.3. A three-node cluster with an index divided into five shards with one replica per shard
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      As you’ll see next, replicas are good for reliability and search performance. Technically, a shard is a directory of files
         where Lucene stores the data for your index. A shard is also the smallest unit that Elasticsearch moves from node to node.
      

      
      
      2.2.1. Creating a cluster of one or more nodes
      

      
      A node is an instance of Elasticsearch. When you start Elasticsearch on your server, you have a node. If you start Elasticsearch
         on another server, it’s another node. You can even have more nodes on the same server by starting multiple Elasticsearch processes.
      

      
      Multiple nodes can join the same cluster. As we’ll discuss later in this chapter, starting nodes with the same cluster name and otherwise default settings is enough
         to make a cluster. With a cluster of multiple nodes, the same data can be spread across multiple servers. This helps performance
         because Elasticsearch has more resources to work with. It also helps reliability: if you have at least one replica per shard,
         any node can disappear and Elasticsearch will still serve you all the data. For an application that’s using Elasticsearch,
         having one or more nodes in a cluster is transparent. By default, you can connect to any node from the cluster and work with
         the whole data just as if you had a single node.
      

      
      Although clustering is good for performance and availability, it has its disadvantages: you have to make sure nodes can communicate
         with each other quickly enough and that you won’t have a split brain (two parts of the cluster that can’t communicate and
         think the other part dropped out). To address such issues, chapter 9 discusses scaling out.
      

      
      
      What happens when you index a document?
      

      
      By default, when you index a document, it’s first sent to one of the primary shards, which is chosen based on a hash of the
         document’s ID. That primary shard may be located on a different node, like it is on Node 2 in figure 2.4, but this is transparent to the application.
      

      
      
      

      
      
      Figure 2.4. Documents are indexed to random primary shards and their replicas. Searches run on complete sets of shards, regardless of
         their status as primaries or replicas.
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      Then the document is sent to be indexed in all of that primary shard’s replicas (see the left side of figure 2.4). This keeps replicas in sync with data from the primary shards. Being in sync allows replicas to serve searches and to be
         automatically promoted to primary shards in case the original primary becomes unavailable.
      

      
      
      
      What happens when you search an index?
      

      
      When you search an index, Elasticsearch has to look in a complete set of shards for that index (see right side of figure 2.4). Those shards can be either primary or replicas because primary and replica shards typically contain the same documents.
         Elasticsearch distributes the search load between the primary and replica shards of the index you’re searching, making replicas
         useful for both search performance and fault tolerance.
      

      
      Next we’ll look at the details of what primary and replica shards are and how they’re allocated in an Elasticsearch cluster.

      
      
      
      
      2.2.2. Understanding primary and replica shards
      

      
      Let’s start with the smallest unit Elasticsearch deals with, a shard. A shard is a Lucene index: a directory of files containing an inverted index. An inverted index is a structure that enables Elasticsearch to tell you which document contains a term (a word) without having to look at all
         the documents.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Elasticsearch index vs. Lucene index
         
         You’ll see the word “index” used frequently as we discuss Elasticsearch; here’s how the terminology works.
         

         
         An Elasticsearch index is broken down into chunks: shards. A shard is a Lucene index, so an Elasticsearch index is made up of multiple Lucene indices. This makes sense because Elasticsearch
            uses Apache Lucene as its core library to index your data and search through it.
         

         
         Throughout this book, whenever you see the word “index” by itself, it refers to an Elasticsearch index. If we’re digging into
            the details of what’s in a shard, we’ll specifically use the term “Lucene index.”
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      In figure 2.5, you can see what sort of information the first primary shard of your get-together index may contain. The shard get-together0,
         as we’ll call it from now on, is a Lucene index—an inverted index. By default, it stores the original document’s content plus
         additional information, such as term dictionary and term frequencies, which helps searching.
      

      
      
      
      Figure 2.5. Term dictionary and frequencies in a Lucene index
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      The term dictionary maps each term to identifiers of documents containing that term (see figure 2.5). When searching, Elasticsearch doesn’t have to look through all the documents for that term—it uses this dictionary to quickly
         identify all the documents that match.
      

      
      Term frequencies give Elasticsearch quick access to the number of appearances of a term in a document. This is important for calculating the
         relevancy score of results. For example, if you search for “denver”, documents that contain “denver” many times are typically
         more relevant. Elasticsearch gives them a higher score, and they appear higher in the list of results. By default, the ranking
         algorithm is TF-IDF, as we explained in chapter 1, section 1.1.2, but you have a lot more options. We’ll discuss search relevancy in great detail in chapter 6.
      

      
      A shard can be either a primary or a replica shard, with replicas being exactly that—copies of the primary shard. A replica is used for searching or it becomes a new primary shard if the
         original primary shard is lost.
      

      
      An Elasticsearch index is made up of one or more primary shards and zero or more replica shards. In Figure 2.6, you can see that the Elasticsearch get-together index is made up of six total shards: two primary shards (the darker boxes)
         and two replicas for each shard (the lighter boxes) for a total of four replicas.
      

      
      
      
      Figure 2.6. Multiple primary and replica shards make up the get-together index.
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         Replicas can be added or removed at runtime—primaries can’t
         
         You can change the number of replicas per shard at any time because replicas can always be created or removed. This doesn’t
            apply to the number of primary shards an index is divided into; you have to decide on the number of shards before creating
            the index.
         

         
         Keep in mind that too few shards limit how much you can scale, but too many shards impact performance. The default setting
            of five is typically a good start. You’ll learn more in chapter 9, which is all about scaling. We’ll also explain how to add/remove replica shards dynamically.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      All the shards and replicas you’ve seen so far are distributed to nodes within an Elasticsearch cluster. Next we’ll look at
         some details about how Elasticsearch distributes shards and replicas in a cluster having one or more nodes.
      

      
      
      
      
      2.2.3. Distributing shards in a cluster
      

      
      The simplest Elasticsearch cluster has one node: one machine running one Elasticsearch process. When you installed Elasticsearch
         in chapter 1 and started it, you created a one-node cluster.
      

      
      As you add more nodes to the same cluster, existing shards get balanced between all nodes. As a result, both indexing and
         search requests that work with those shards benefit from the extra power of your added nodes. Scaling this way (by adding
         nodes to a cluster) is called horizontal scaling; you add more nodes, and requests are then distributed so they all share the work. The alternative to horizontal scaling
         is to scale vertically; you add more resources to your Elasticsearch node, perhaps by dedicating more processors to it if
         it’s a virtual machine, or adding RAM to a physical machine. Although vertical scaling helps performance almost every time,
         it’s not always possible or cost-effective. Using shards enables you to scale horizontally.
      

      
      Suppose you want to scale your get-together index, which currently has two primary shards and no replicas. As shown in figure 2.7, the first option is to scale vertically by upgrading the node: for example, adding more RAM, more CPUs, faster disks, and
         so on. The second option is to scale horizontally by adding another node and having your data distributed between the two
         nodes.
      

      
      
      
      Figure 2.7. To improve performance, scale vertically (upper-right) or scale horizontally (lower-right).
      

      
      
      
      [image: ]

      
      
      
      We talk more about performance in chapter 10. For now, let’s see how indexing and searching work across multiple shards and replicas.
      

      
      
      
      
      2.2.4. Distributed indexing and searching
      

      
      At this point you might wonder how indexing and searching work with multiple shards spread across multiple nodes.

      
      Let’s take indexing, as shown in figure 2.8. The Elasticsearch node that receives your indexing request first selects the shard to index the document to. By default,
         documents are distributed evenly between shards: for each document, the shard is determined by hashing its ID string. Each
         shard has an equal hash range, with equal chances of receiving the new document. Once the target shard is determined, the
         current node forwards the document to the node holding that shard. Subsequently, that indexing operation is replayed by all
         the replicas of that shard. The indexing command successfully returns after all the available replicas finish indexing the
         document.
      

      
      
      
      Figure 2.8. Indexing operation is forwarded to the responsible shard and then to its replicas.
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      With searching, the node that receives the request forwards it to a set of shards containing all your data. Using a round-robin,
         Elasticsearch selects an available shard (which can be primary or replica) and forwards the search request to it. As shown
         in figure 2.9, Elasticsearch then gathers results from those shards, aggregates them into a single reply, and forwards the reply back to
         the client application.
      

      
      
      
      Figure 2.9. Search request is forwarded to primary/replica shards containing a complete set of data. Then results are aggregated and sent
         back to the client.
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      By default, primary and replica shards get hit by searches in round-robin, assuming all nodes in your cluster are equally
         fast (identical hardware and software configurations). If that’s not the case, you can organize your data or configure your
         shards to prevent the slower nodes from becoming a bottleneck. We explore such options further in chapter 9. For now, let’s start indexing documents in the single-node Elasticsearch cluster that you started in chapter 1.
      

      
      
      
      
      
      2.3. Indexing new data
      

      
      Although chapter 3 gets into the details of indexing, here the goal is to give you a feel for what indexing is about. In this section we’ll
         discuss the following processes:
      

      
      

      
         
         	Using cURL, you’ll use the REST API to send a JSON document to be indexed with Elasticsearch. You’ll also look at the JSON
            reply that comes back.
            
         

         
         	You’ll see how Elasticsearch automatically creates the index and type to which your document belongs if they don’t exist already.
            
         

         
         	You’ll index additional documents from the source code for the book so you have a data set ready to search through.
            
         

         
      

      
      You’ll index your first document by hand, so let’s start by looking at how to issue an HTTP PUT request to a URI. A sample URI is shown in figure 2.10 with each part labeled.
      

      
      
      
      Figure 2.10. URI of a document in Elasticsearch
      

      
      [image: ]

      
      
      Let’s walk through how you issue the request.

      
      
      2.3.1. Indexing a document with cURL
      

      
      For most snippets in this book you’ll use the cURL binary. cURL is a command-line tool for transferring data over HTTP. You’ll use the curl command to make HTTP requests, as it has become a convention to use cURL for Elasticsearch code snippets. That’s because it’s easy to translate a cURL example into any programming language. In fact, if you ask for help on the official
         mailing list for Elasticsearch, it’s recommended that you provide a curl recreation of your problem. A curl recreation is a command or a sequence of curl commands that reproduces the problem you’re experiencing,
         and anyone who has Elasticsearch installed locally can run it.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Installing cURL
         
         If you’re running a UNIX-like operating system, such as Linux or Mac OS X, you’re likely to have the curl command available. If you don’t have it already or if you’re on Windows, you can download it from http://curl.haxx.se. You can also install Cygwin and then select cURL as part of the Cygwin installation, which is the approach we recommend.
         

         
         Using Cygwin to run curl commands on Windows is preferred because you can copy-paste the commands that work on UNIX-like systems.
            If you choose to stick with the Windows shell, take extra care because single quotes behave differently on Windows. In most
            situations, you must replace single quotes (') with double-quotes (") and escape double quotes with a backslash (\"). For example, a UNIX command like this
         

         
         curl 'http://localhost' -d '{"field": "value"}'

         
         looks like this on Windows:

         
         curl "http://localhost" -d "{\"field\": \"value\"}"

         
         

      
         
            
         
         
            
               	
            

         
      

      
      There are many ways to use curl to make HTTP requests; run man curl to see all of them. Throughout this book, we use the following curl usage conventions:
      

      
      

      
         
         	The method, which is typically GET, PUT, or POST, is the argument of the -X parameter.
            You can add a space between the parameter and its argument, but we don’t add one. For example, we use -XPUT instead of -X PUT. The default method is GET, and when we use it, we skip the -X parameter altogether.
            
         

         
         	In the URI, we skip specifying the protocol; it’s always http, and curl uses http by default when no protocol is specified.
            
         

         
         	We put single quotes around the URI because it can contain multiple parameters and you have to separate the parameters with
            an ampersand (&), which normally sends the process to the background.
            
         

         
         	The data that we send through HTTP is typically JSON, and we surround it with single quotes because the JSON itself contains
            double quotes.
            If single quotes are needed in the JSON itself, we first close the single quotes and then surround the needed single quote
            with double quotes, as shown in this example:
            
            
            
'{"name": "Scarlet O'"'"'Hara"}'

            
            For consistency, most URLs will be surrounded by single quotes, too (except when using single quotes prevents escaping a character
            or including a variable, when double quotes will be used).
            

         
      

      
      The URLs we use for HTTP requests sometimes contain parameters such as pretty=true or simply pretty. We use the latter, whether the request is done with curl or not. The pretty parameter in particular makes the JSON reply look more readable than the default, which is to return the reply all in one
         line.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using Elasticsearch from your browser via Head, kopf, or Marvel
         
         If you prefer graphical interfaces to the command line, several tools are available.

         
         Elasticsearch Head— You can install this tool as an Elasticsearch plugin, a standalone HTTP server, or a web page that you can open from your
            file system. You can send HTTP requests from there, but Head is most useful as a monitoring tool to show you how shards are
            distributed in your cluster. You can find Elasticsearch Head at https://github.com/mobz/elasticsearch-head.
         

         
         Elasticsearch kopf— Similar to Head in that it’s good for both monitoring and sending requests, this tool runs as a web page from your file system
            or as an Elasticsearch plugin. Both Head and kopf evolve quickly, so any comparison might become obsolete quickly as well.
            You can find Elasticsearch kopf at https://github.com/lmenezes/elasticsearch-kopf.
         

         
         Marvel— This tool is a monitoring solution for Elasticsearch. We talk more about monitoring in chapter 11, which is all about administering your cluster. Then we’ll describe monitoring tools like Marvel in appendix D. For now, the thing to remember is that Marvel also provides a graphical way to send requests to Elasticsearch called Sense,
            providing an autocomplete feature, which is a useful learning aid. You can download Marvel at www.elastic.co/downloads/marvel. Note that Marvel is a commercial product, though it’s free for development.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Assuming you can use the curl command and you have Elasticsearch installed with the defaults settings on your local machine, you can index your first get-together
         group document with the following command:
      

      
      % curl -XPUT 'localhost:9200/get-together/group/1?pretty' -d '{
  "name": "Elasticsearch Denver",
  "organizer": "Lee"
}'

      
      You should get the following output:

      
      {
  "_index" : "get-together",
  "_type" : "group",
  "_id" : "1",
  "_version" : 1,
  "created" : true
}

      
      The reply contains the index, type, and ID of the indexed document. In this case, you get the ones you specified, but it’s
         also possible to rely on Elasticsearch to generate IDs, as you’ll learn in chapter 3. You also get the version of the document, which begins at 1 and is incremented with each update. You’ll learn about updates
         in chapter 3.
      

      
      Now that you have your first document indexed, let’s look at what happened with the index and the type containing this document.

      
      
      
      2.3.2. Creating an index and mapping type
      

      
      If you installed Elasticsearch and ran the curl command to index a document, you might be wondering why it worked given the following factors:
      

      
      

      
         
         	The index wasn’t there before. You didn’t issue any command to create an index named get-together.
            
         

         
         	The mapping wasn’t previously defined. You didn’t define any mapping type called group in which to define the fields from
            your document.
            
         

         
      

      
      The curl command works because Elasticsearch automatically adds the get-together index for you and also creates a new mapping for
         the type group. That mapping contains a definition of your field as strings. Elasticsearch handles all this for you by default,
         which enables you to start indexing without any prior configuration. You can change this default behavior if you need to,
         as you’ll see in chapter 3.
      

      
      
      Creating an index manually
      

      
      You can always create an index with a PUT request similar to the request used to index a document:
      

      
      % curl -XPUT 'localhost:9200/new-index'
{"acknowledged":true}

      
      Creating the index itself takes more time than creating a document, so you might want to have the index ready beforehand.
         Another reason to create indices in advance is if you want to specify different settings than the ones Elasticsearch defaults
         to—for example, you may want a specific number of shards. We’ll show you how to do these things in chapter 9—because you’d typically use many indices as a way of scaling out.
      

      
      
      
      Getting the mapping
      

      
      As we mentioned, the mapping is automatically created with your new document, and Elasticsearch automatically detects your
         name and organizer fields as strings. If you add a new document with yet another new field, Elasticsearch guesses its type, too, and appends
         the new field to the mapping.
      

      
      To view the current mapping, issue an HTTP GET to the _mapping endpoint of the index. This would show you mappings for all types within that index, but you can get a specific mapping
         by specifying the type name under the _mapping endpoint:
      

      
      % curl 'localhost:9200/get-together/_mapping/group?pretty'
{
  "get-together" : {
    "mappings" : {
      "group" : {
        "properties" : {
          "name" : {
            "type" : "string"
          },
          "organizer" : {
            "type" : "string"
          }
        }
      }
    }
  }
}

      
      The response contains the following relevant data:

      
      

      
         
         	Index name—get-together
            
         

         
         	Type name—group
            
         

         
         	Property list—name and organizer
            
         

         
         	Property options— The type option is string for both properties
            
         

         
      

      
      We talk more about indices, mappings, and mapping types in chapter 3. For now, let’s define a mapping and then index some documents by running a script from the code samples that come with this
         book.
      

      
      
      
      
      2.3.3. Indexing documents from the code samples
      

      
      Before we look at searching through the indexed documents, let’s do some more indexing by running populate.sh from the code samples. This will give you some more sample data in order to do searches later on.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Downloading the code samples
         
         To download the source code, visit https://github.com/dakrone/elasticsearch-in-action, and then follow the instructions from there. The easiest way to get them is by cloning the repository:
         

         
         git clone https://github.com/dakrone/elasticsearch-in-action.git

         
         If you’re on Windows, it’s best to install Cygwin first from https://cygwin.com. During the installation, add git and curl to the list of packages to be installed. Then you’ll be able to use git to download the code samples and bash to run them.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The script first deletes the get-together index you created. Then it recreates it and creates the mapping that’s defined in
         mapping.json. The mapping file specifies options other than those you’ve seen so far, and we explore them in the rest of the
         book, mostly in chapter 3. Finally, the script indexes documents in two types: group and event. There is a parent-child relationship between those
         types (events belonging to groups), which we explore in chapter 8. For now, ignore this relationship.
      

      
      Running the populate.sh script should look similar to the following listing.
      

      
      
      
      Listing 2.1. Indexing documents with populate.sh

      
      % ./populate.sh
WARNING, this script will delete the 'get-together' index and re-index all data!
Press Control-C to cancel this operation.
Press [Enter] to continue.

      
      
      After running the script, you’ll have a handful of groups that meet and the events planned for those groups. Let’s look at
         how you can search through those documents.
      

      
      
      
      
      2.4. Searching for and retrieving data
      

      
      As you might imagine, there are many options around how to search. After all, searching is what Elasticsearch is for.

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      We look at the most common ways to search in chapter 4; you learn more about getting relevant results in chapter 6 and about search performance in chapter 10.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      To take a closer look at the pieces that make up a typical search, search for groups that contain the word “elasticsearch”
         but ask only for the name and location fields of the most relevant document. The following listing shows the GET request and response.
      

      
      
      

      
      
      Listing 2.2. Search for “elasticsearch” in groups
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      Normally a query runs on a specific field, such as q=name:elasticsearch, but in this case we didn’t specify any field because we wanted to search in all fields. In fact, Elasticsearch uses, by
         default, a special field named _all, in which all fields’ contents are indexed. We’ll look more at the _all field in chapter 3, but for now it’s nice to know that such a query without an explicit field name goes there.
      

      
      We’ll look at many more aspects of searches in chapter 4, but here we’ll take a closer look at three important pieces of a search:
      

      
      

      
         
         	Where to search
            
         

         
         	Contents of the reply
            
         

         
         	What and how to search
            
         

         
      

      
      
      2.4.1. Where to search
      

      
      You can tell Elasticsearch to look in a specific type of a specific index, as in listing 2.2, but you can also search in multiple types in the same index, in multiple indices, or in all indices.
      

      
      To search in multiple types, use a comma-separated list. For example, to search in both group and event types, run a command
         like this:
      

      
      % curl "localhost:9200/get-together/group,event/_search\
?q=elasticsearch&pretty"

      
      You can also search in all types of an index by sending your request to the _search endpoint of the index’s URL:
      

      
      % curl 'localhost:9200/get-together/_search?q=sample&pretty'

      
      Similar to types, to search in multiple indices, separate them with a comma:

      
      % curl "localhost:9200/get-together,other-index/_search\
?q=elasticsearch&pretty"

      
      This particular request will fail unless you created other-index in advance. To ignore such problems, you can add the ignore_unavailable flag in the same way you add the pretty flag. To search in all indices, omit the index name altogether:
      

      
      % curl 'localhost:9200/_search?q=elasticsearch&pretty'

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      
      If you need to search in all indices, you can also use a placeholder called _all as the index name. This comes in handy when you need to search in a single type across all indices as in this example: http://localhost:9200/_all/event/_search.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      This flexibility regarding where to search allows you to organize data in multiple indices and types, depending on what makes
         sense for your use case. For example, log events are often organized in time-based indices, such as “logs-2013-06-03,” “logs-2013-06-04,”
         and so on. Such a design implies that today’s index is hot: all new events go here, and most of the searches are in recent
         data. The hot index contains only a fraction of all your data, making it easier to handle and faster. And you can still search
         in older data or in all data if you need to. You’ll find out more about such design patterns in part 2, where you’ll learn more about scaling, performance, and administration.
      

      
      
      
      2.4.2. Contents of the reply
      

      
      In addition to the documents that match your search criteria, the reply of a search contains information that’s useful for
         checking the performance of your search or the relevance of the results.
      

      
      You might have some questions about listing 2.2 regarding what the reply from Elasticsearch contains. What’s the score about? What happens if not all shards are available?
         Let’s look at each part of the reply shown the following listing.
      

      
      
      
      Listing 2.3. Search reply returning two fields of a single resulting document
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      As you can see, the JSON reply from Elasticsearch includes information on time, shards, hits statistics, and the documents
         you asked for. We’ll look at each of these in turn.
      

      
      
      
      Time
      

      
      The first items of a reply look something like this:

      
      "took" : 2,
"timed_out" : false,

      
      The took field tells you how long Elasticsearch needed to process your request. The time is in milliseconds. The timed_out field indicates whether your search timed out. By default, searches never time out, but you can specify a limit via the timeout parameter. For example, the following search times out after three seconds:
      

      
      % curl "localhost:9200/get-together/group/_search\
?q=elasticsearch\
&pretty\
&timeout=3s"

      
      If a search times out, the value of timed_out is true, and you get only results that were gathered until the search timed out.
      

      
      
      
      Shards
      

      
      The next bit of the response is information about shards involved in the search:

      
      "_shards" : {
    "total" : 2,
    "successful" : 2,
    "failed" : 0

      
      This might look natural to you because you searched in one index, which in this case has two shards. All shards replied, so
         successful is 2, which leaves failed with 0.
      

      
      You might wonder what happens when a node goes down and a shard can’t reply to a search request. Take a look at figure 2.11, which shows a cluster of three nodes, each with only one shard and no replicas. If one node goes down, some data would be missing. In this case, Elasticsearch gives
         you the results from shards that are up and reports the number of shards unavailable for search in the failed field.
      

      
      
      
      Figure 2.11. Partial results can be returned from shards that are still available.
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      Hits statistics
      

      
      The last element of the reply is called hits and is quite lengthy because it contains an array of the matching documents. But before that array, it contains a couple
         of statistics:
      

      
      "total" : 2,
"max_score" : 0.9066504

      
      In total, you see the total number of matching documents, and in max_score, you see the maximum score of those matching documents.
      

      
      
         
            
         
         
            
               	
            

         
      

      Definition

      
      
      The score of a document returned by a search is the measure of how relevant that document is for the given search criteria. As mentioned
         in chapter 1, by default, the score is calculated with the TF-IDF (term frequency-inverse document frequency) algorithm. Term frequency means for each term (word) you search, the document’s score is increased if it has more occurrences of that term. Inverse document frequency means the score is increased more if the term is rare across all documents because it’s considered more relevant. If the
         term occurs often in other documents, it’s probably a common term, and is thus less relevant. We’ll show you how to make your
         searches more relevant in chapter 6.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The total number of documents may not match the number of documents you see in the reply. By default, Elasticsearch limits
         the number of results to 10, so if you can have more than 10 results, look at the value of total for the precise number of documents that match your search criteria. As you saw previously, to change the number of results
         returned, use the size parameter.
      

      
      
      
      Resulting documents
      

      
      The array of hits is usually the most interesting information in a reply:

      
      "hits" : [ {
      "_index" : "get-together",
      "_type" : "group",
      "_id" : "3",
      "_score" : 0.9066504,
      "fields" : {
        "location" : [ "San Francisco, California, USA" ],
        "name" : [ "Elasticsearch San Francisco" ]
      }
    } ]

      
      Each matching document is shown with the index and type it belongs to, its ID, and its score. The values of the fields you
         specified in your search query are also shown. In listing 2.2, you used fields=name,location. If you don’t specify which fields you want, the _source field is shown. Like _all, _source is a special field, in which, by default, Elasticsearch stores the original JSON document. You can configure what gets stored
         in the source, and we explore that in chapter 3.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      You can also limit which fields from the original document (_source) are shown, by using source filtering, as explained here: www.elastic.co/guide/en/elasticsearch/reference/master/search-request-source-filtering.html. You’d put these options in the JSON payload of your search, which is explained in the next section.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      2.4.3. How to search
      

      
      So far, you’ve searched through what’s called a URI request, so named because all your search options go into the URI. This is good for simple searches you run on the command line,
         but it’s safer to think of URI requests as shortcuts.
      

      
      Normally, you’d put your query in the data part of your request. Elasticsearch allows you to specify all the search criteria
         in JSON format. As searches get more complex, JSON is much easier to read and write and offers a lot more functionality.
      

      
      To send a JSON query for all groups that are about Elasticsearch, you could do this:

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
  "query": {
    "query_string": {
      "query": "elasticsearch"
    }
  }
}'

      
      In plain English, this translates to “run a query of type query_string, where the string is elasticsearch.” It might seem like too much boilerplate to type in elasticsearch, but this is because JSON provides many more options than a URI request. As you’ll see in chapter 4, using a JSON query makes sense when you start to combine different types of queries: squeezing all those options in a URI
         would be more difficult to handle. Let’s explore each field.
      

      
      
      Setting query string options
      

      
      At the last level of the JSON request, you have "query": "elasticsearch", and you might think the "query" part is redundant because you already know it’s a query. But a query_string provides more options than the string itself.
      

      
      For example, if you search for “elasticsearch san francisco”, Elasticsearch looks in the _all field by default. If you wanted to look in the group’s name instead, you’d specify
      

      
      "default_field": "name"

      
      Also by default, Elasticsearch returns documents matching any of the specified words (the default operator is OR). If you wanted to match all the words, you’d specify
      

      
      "default_operator": "AND"

      
      The revised query looks like this:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
  "query": {
    "query_string": {
      "query": "elasticsearch san francisco",
      "default_field": "name",
      "default_operator": "AND"
    }
  }
}'

      
      Another way to achieve the same results is to specify the field and the operator in the query string itself:

      
      "query": "name:elasticsearch AND name:san AND name:francisco"

      
      The query string is a powerful tool to specify your search criteria. Elasticsearch parses the string to understand the terms
         you’re looking for and your other options, such as fields and operators, and then runs the query. This functionality is inherited
         from Lucene[1].
      

      
         1 
            
If you want to find out more about the query string syntax, visit http://lucene.apache.org/core/4_9_0/queryparser/org/apache/lucene/queryparser/classic/package-summary.html#package_description.
            

         

      

      
      
      
      Choosing the right query type
      

      
      If the query_string query type looks intimidating, the good news is there are many other types of queries, most of which are covered in chapter 4. For example, if you’re looking only for the term “elasticsearch” in the name field, a term query would be faster and more straightforward:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
  "query": {
    "term": {
      "name": "elasticsearch"
    }
  }
}'

      
      
      
      Using filters
      

      
      So far, all the searches you’ve seen have been queries. Queries give you back results and each result has a score. If you’re
         not interested in the score, you can run a filtered query instead. We’ll talk more about the filtered query in chapter 4, but the key information is that filters care only whether a result matches the search or not. As a result, they’re faster
         and easier to cache than their query counterparts. For example, the following query looks for the term “elasticsearch” in
         the name field of group documents:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
  "query": {
    "filtered": {
      "filter": {
        "term": {
          "name": "elasticsearch"
        }
      }
    }
  }
}'

      
      The results are the same as the ones you get with the equivalent term query, but filter results aren’t sorted by score (because
         the score is 1.0 for all results).
      

      
      
      
      Applying aggregations
      

      
      In addition to queries and filters, you can do all sorts of statistics through aggregations. We look at aggregations in chapter 7, but let’s look at a simple example here.
      

      
      Suppose a user is visiting your get-together website and wants to explore the kinds of groups that are available. You might
         want to show who the group organizers are. For example, if “Lee” comes up in the results as the organizer of seven meetings,
         a user who knows Lee might click his name to filter only those seven meetings.
      

      
      To return people who are group organizers, you can use a terms aggregation. This shows counters for each term that appears in the field you specify—in this case, organizer. The aggregation
         might look like this:
      

      
      % curl localhost:9200/get-together/group/_search?pretty -d '{
  "aggregations" : {
    "organizers" : {
      "terms" : { "field" : "organizer" }
    }
  }
}'

      
      In plain English, this request translates to “give me an aggregation named organizers, which is of type terms and is looking at the organizer field.” The following results display at the bottom of the reply:
      

      
      "aggregations" : {
    "organizers" : {
      "buckets" : [ {
        "key" : "lee",
        "doc_count" : 2
      }, {
        "key" : "andy",
        "doc_count" : 1
....

      
      The results show you that out of the six total terms, “lee” appears two times, “andy” one time, and so on. We have two groups
         organized by Lee. You could then search for the groups for which Lee is the organizer to narrow down your results.
      

      
      Aggregations are useful when you can’t search for what you need because you don’t know what that is. What kinds of groups
         are available? Are there any events hosted near where I live? You can use aggregations to drill down in the available data
         and see real-time statistics.
      

      
      At other times you have the opposite scenario. You know exactly what you need and you don’t want to run a search at all. That’s
         when it’s useful to retrieve a document by ID.
      

      
      
      
      
      2.4.4. Getting documents by ID
      

      
      To retrieve a specific document, you must know the index and type it belongs to and its ID. You then issue an HTTP GET request to that document’s URI:
      

      
      % curl 'localhost:9200/get-together/group/1?pretty'
{
  "_index" : "get-together",
  "_type" : "group",
  "_id" : "1",
  "_version" : 1,
  "found" : true,
  "_source" : {
  "name": "Denver Clojure",
  "organizer": ["Daniel", "Lee"]
....

      
      The reply contains the index, type, and ID you specified. If the document exists, you’ll see that the found field is true, in addition to its version and its source. If the document doesn’t exist, found is false:
      

      
      % curl 'localhost:9200/get-together/group/doesnt-exist?pretty'
{
  "_index" : "get-together",
  "_type" : "group",
  "_id" : "doesnt-exist",
  "found" : false
}

      
      As you might expect, getting documents by ID is much faster and less expensive in terms of resources than searching. It’s
         also done in real time: as soon as an indexing operation is finished, the new document can be fetched through this GET API.
         By contrast, searches are near-real time because they need to wait for a refresh, which by default happens every second.
      

      
      Now that you’ve seen how to do all the basic API requests, let’s take a look at how to change some basic configuration options.

      
      
      
      
      
      2.5. Configuring Elasticsearch
      

      
      One of Elasticsearch’s strong points is that it has developer-friendly defaults, making it easy to get started. As you saw
         in the previous section, you can do indexing and searching on your own test server without making any configuration changes.
         Elasticsearch automatically creates an index for you and detects the type of new fields in your documents.
      

      
      Elasticsearch also scales easily and efficiently, which is another important feature when you’re dealing with large amounts
         of data or requests. In the final section of this chapter, you’ll start a second Elasticsearch instance, in addition to the
         one you already started in chapter 1, and let them form a cluster. This way, you’ll see how Elasticsearch scales out and distributes your data throughout the
         cluster.
      

      
      Although scaling out can be done without any configuration changes, you’ll tweak a few knobs in this section to avoid surprises
         later when you add a second node. You’ll make the following changes in three different configuration files:
      

      
      

      
         
         	Specify a cluster name in elasticsearch.yml— This is the main configuration file where Elasticsearch-specific options go.
            
         

         
         	Edit logging options in logging.yml— The logging configuration file is for logging options of log4j, the library that Elasticsearch uses for logging.
            
         

         
         	Adjust memory settings in environment variables or elasticsearch.in.sh— This file is for configuring the Java virtual machine (JVM) that powers Elasticsearch.
            
         

         
      

      
      There are a many other options, and we’ll point out a few as they appear, but those listed are the most commonly used. Let’s
         walk through each of these configuration changes.
      

      
      
      2.5.1. Specifying a cluster name in elasticsearch.yml
      

      
      The main configuration file of Elasticsearch can be found in the config/ directory of the unpacked tar.gz or ZIP archive.

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      The file is in /etc/elasticsearch/ if you installed it from the RPM or DEB package.

      
      
         
            
         
         
            
               	
            

         
      

      
      Like the REST API, the configuration can be in JSON or YAML. Unlike the REST API, the most popular format is YAML. It’s easier
         to read and use, and all the configuration samples in this book are based on elasticsearch.yml.
      

      
      By default, new nodes discover existing clusters via multicast—by sending a ping to all hosts listening on a specific multicast
         address. If a cluster is discovered, the new node joins it if it has the same cluster name. You’ll customize the cluster name
         to prevent instances of the default configuration from joining your cluster. To change the cluster name, uncomment and change
         the cluster.name line your elasticsearch.yml:
      

      
      cluster.name: elasticsearch-in-action

      
      After you update the file, stop Elasticsearch by pressing Control-C and then start it again with the following command:

      
      bin/elasticsearch

      
      
         
            
         
         
            
               	
            

         
      

      Warning

      
      
      
      If you’ve indexed some data, you might notice that after restarting Elasticsearch with a new cluster name, there’s no more
         data. That’s because the directory in which data is stored contains the cluster name, so you can come back to your indexed
         data by changing back the cluster name and restarting again. For now, you can rerun populate.sh from the code samples to put
         the sample data back in.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      2.5.2. Specifying verbose logging via logging.yml
      

      
      When something goes wrong, application logs are the first place to look for clues. They’re also useful when you just want
         to see what’s going on. If you need to look in Elasticsearch’s logs, the default location is the logs/ directory under the
         path where you unpacked the zip/tar.gz archive.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If you installed it from the RPM or DEB package, the default path is /var/log/elasticsearch/.

      
      
         
            
         
         
            
               	
            

         
      

      
      Elasticsearch log entries are organized in three types of files:

      
      

      
         
         	Main log (cluster-name.log)— Here you can find general information about what happens when Elasticsearch is running; for example, whether a query failed
            or a new node joined the cluster.
            
         

         
         	Slow-search log (cluster-name_index_search_slowlog.log)— This is where Elasticsearch logs when a query runs too slow. By default, if a query takes more than half a second, it logs
            an entry here.
            
         

         
         	Index-slow log (cluster-name_index_indexing_slowlog.log)— This is similar to the slow-search log, but by default, it writes an entry if an indexing operation takes more than half a
            second.
            
         

         
      

      
      To change logging options, you edit the logging.yml file, which is located in the same place as elasticsearch.yml. Elasticsearch
         uses log4j (http://logging.apache.org/log4j/), and the configuration options in logging.yml are specific to this logging utility.
      

      
      As with other settings, the defaults are sensible, but if, for example, you need more verbose logging, a good first step is
         to change the rootLogger, which influences all the logging. We’ll leave the defaults for now, but if you wanted to make it log everything, you’d change
         the first line of logging.yml to this:
      

      
      rootLogger: TRACE, console, file

      
      By default, the logging level is INFO, which writes all events with a severity level of INFO or above.
      

      
      
      
      2.5.3. Adjusting JVM settings
      

      
      As a Java application, Elasticsearch runs in a JVM, which, like a physical machine, has its own memory. The JVM comes with
         its own configuration, and the most important one is how much memory you allow it to use. Choosing the correct memory setting
         is important for Elasticsearch’s performance and stability.
      

      
      Most of the memory used by Elasticsearch is called heap. The default setting lets Elasticsearch allocate 256 MB of your RAM for its heap, initially, and expand it up to 1 GB. If
         your searches or indexing operations need more than 1 GB of RAM, those operations will fail and you’ll see out-of-memory errors
         in your logs. Conversely, if you run Elasticsearch on an appliance that has only 256 MB of RAM, the default settings might
         allocate too much memory.
      

      
      To change the default values, you can use ES_HEAP_SIZE environment variable. You can set it on the command line before starting Elasticsearch.
      

      
      On UNIX-like systems, use the export command:
      

      
      export ES_HEAP_SIZE=500m; bin/elasticsearch

      
      On Windows, use the SET command:
      

      
      SET ES_HEAP_SIZE=500m & bin\elasticsearch.bat

      
      A more permanent way to set the heap size is by changing bin/elasticsearch.in.sh (and elasticsearch.bat on Windows). Add ES_HEAP_SIZE=500m at the beginning of the file, after #!/bin/sh.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If you installed Elasticsearch though the DEB package, change these variables in /etc/default/elasticsearch. If you installed
         from the RPM package, the same settings can be configured in /etc/sysconfig/elasticsearch.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      For the scope of this book, the default values should be adequate. If you run more extensive tests, you may need to allocate
         more memory. If you’re on a machine with less than 1 GB of RAM, lowering those values to something like 200m should also work.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         How much memory to allocate in production
         
         Start with half of your total RAM as ES_HEAP_SIZE if you run Elasticsearch only on that server. Try with less if other applications need significant memory. The other half
            is used by the operating system for caches, which make for faster access to your stored data. Beyond that rule of thumb, you’ll
            have to run some tests while monitoring your cluster to see how much memory Elasticsearch needs. We talk more about performance
            tuning and monitoring in part 2 of the book.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Now that you’ve gotten your hands dirty with Elasticsearch configuration options and you’ve indexed and searched through some
         data, you’ll get a taste of the “elastic” part of Elasticsearch: the way it scales. (We cover this topic in depth in chapter 9.) You could work through all chapters with a single node, but to get an overview of how scaling works, you’ll add more nodes
         to the same cluster.
      

      
      
      
      
      2.6. Adding nodes to the cluster
      

      
      In chapter 1, you unpacked the tar.gz or ZIP archive and started up your first Elasticsearch instance. This created your one-node cluster.
         Before you add a second node, you’ll check the cluster’s status to visualize how data is currently allocated. You can do that
         with a graphical tool such as Elasticsearch kopf or Elasticsearch Head, which we mentioned previously (see section 2.3.1) when you indexed a document. Figure 2.12 shows the cluster in kopf.
      

      
      
      
      Figure 2.12. One-node cluster shown in Elasticsearch kopf
      

      
      [image: ]

      
      
      If you don’t have either of these plugins installed, you can always get most of this information from the Cat Shards API:

      
      % curl 'localhost:9200/_cat/shards?v'
index        shard prirep state      docs  store ip          node
get-together 0     p      STARTED      12 15.1kb 192.168.1.4 Hammond, Jim
get-together 0     r      UNASSIGNED
get-together 1     p      STARTED       8 11.4kb 192.168.1.4  Hammond, Jim
get-together 1     r      UNASSIGNED

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Most Elasticsearch APIs return JSON, but Cat APIs are an exception to this rule, and the Cat Shards API is one of them. There
         are many more and they’re useful to get information about what the cluster is doing at a point in time in a format that’s
         easy to parse by both humans and shell scripts. We’ll talk about Cat APIs more in chapter 11, which is focused on administration.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Either way, you should see the following information:

      
      

      
         
         	Cluster name, as you defined it previously in elasticsearch.yml.
            
         

         
         	There’s only one node.
            
         

         
         	The get-together index has two primary shards, which are active. The unassigned shards represent a set of replicas that were
            configured for this index. Because there’s only one node, those replicas remain unallocated.
            
         

         
      

      
      The unallocated replica shards cause the status to be yellow. This means all the primaries are there, but not all the replicas.
         If primaries were missing, the cluster would be red to signal at least one index being incomplete. If all replicas would be
         allocated, the cluster would be green to signal that everything works as expected.
      

      
      
      
      2.6.1. Starting a second node
      

      
      From a different terminal, run bin/elasticsearch or elasticsearch.bat. This starts another Elasticsearch instance on the same machine. You’d normally start new nodes on different machines to
         take advantage of additional processing power, but for now you’ll run everything locally.
      

      
      In the terminal or log file of the new node, you should see a line that begins

      
      [INFO ][cluster.service          ] [Raman] detected_master [Hammond, Jim]

      
      where Hammond, Jim is the name of the first node. What happened was that the second node detected the first one via multicast and joined the
         cluster. The first node is also the master of the cluster, which means it’s responsible for keeping information such as which nodes are in the cluster and where shards
         are located. This information is called cluster state and it’s replicated to other nodes. If the master goes down, another node can be elected to take its place.
      

      
      If you look at your cluster’s status in figure 2.13, you can see that the set of replicas was allocated to the new node, making the cluster green.
      

      
      
      
      Figure 2.13. Replica shards are allocated to the second node.
      

      
      [image: ]

      
      
      If these two nodes were on separate machines, you’d have a fault-tolerant cluster, which would handle more concurrent searches
         than before. But what if you need more indexing performance, or need to handle even more concurrent searches? More nodes will
         certainly help.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      You may have already noticed that the first node starting on a machine listens on port 9200 of all interfaces for HTTP requests.
         As you add more nodes, it uses port 9201, 9202, and so on. For node-to-node communication, Elasticsearch uses ports 9300,
         9301, and so on. These are ports you might need to allow in the firewall. You can change listening addresses in the Network
         and HTTP section of elasticsearch.yml.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      2.6.2. Adding additional nodes
      

      
      If you run bin/elasticsearch or elasticsearch.bat again to add a third node and then a fourth, you’ll see that they detect
         the master via multicast and join the cluster in the same way. Additionally, as shown in figure 2.14, the four shards of the get-together index automatically get balanced across the cluster.
      

      
      
      
      Figure 2.14. Elasticsearch automatically distributes shards across the growing cluster.
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      At this point you might wonder what happens if you add more nodes. By default, nothing happens because you have four total
         shards that can’t be distributed to more than four nodes. That said, if you need to scale, you have a few options:
      

      
      

      
         
         	Change the number of replicas. Replicas can be updated on the fly, but scaling this way increases only the number of concurrent searches your cluster can
            serve because searches are sent to replicas of the same shard in a round-robin fashion. Indexing performance will remain the
            same, because new data has to be processed by all shards. Also, isolated searches will only run on a single set of shards,
            so adding replicas won’t help.
            
         

         
         	Create an index with more shards. This implies re-indexing your data because the number of primary shards can’t be changed on the fly.
            
         

         
         	Add more indices. Some data can be easily designed to use more indices. For example, if you index logs, you can put each day’s logs in its own
            index.
            
         

         
      

      
      We discuss these patterns for scaling out in chapter 9. For now, you can shut down the three extra nodes to keep things simple. You can shut down one node at a time and watch shards
         get automatically balanced as you go back to the initial state. If you shut them down all at once, the first node will remain
         with one shard, having no time to get the rest of the data. In that case you can run populate.sh again, which will re-index
         all the sample data.
      

      
      
      
      
      
      2.7. Summary
      

      
      Let’s review what you’ve learned in this chapter:

      
      

      
         
         	Elasticsearch is document-oriented, scalable, and schema-free by default.
            
         

         
         	Although you can form a cluster with the default settings, you should adjust at least some of them before you move on; for
            example, cluster name and heap size.
            
         

         
         	Indexing requests are distributed among the primary shards and replicated to those primary shards’ replicas.
            
         

         
         	Searches are done using a round-robin approach between complete sets of data, whether those are made up of shards or replicas.
            The node that received the search request then aggregates partial results from individual shards and returns those results
            to the application.
            
         

         
         	Client applications may be unaware of the sharded nature of each index or what the cluster looks like. They care only about
            indices, types, and document IDs. They use the REST API to index and search for documents.
            
         

         
         	You can send new documents and search parameters as the JSON payload of an HTTP request and you’ll get back a JSON reply with
            the results.
            
         

         
      

      
      In the next chapter you’ll get the foundation you need to organize your data effectively in Elasticsearch, learn what types
         of fields your documents can have, and become familiar with all the relevant options for indexing, updating, and deleting.
      

      
      
      
      
      
      
      


Chapter 3. Indexing, updating, and deleting data
      

      
      This chapter covers

      
      

      
         
         	Using mapping types to define multiple types of documents in the same index
            
         

         
         	Types of fields you can use in mappings
            
         

         
         	Using predefined fields and their options
            
         

         
         	All of the above help with indexing, as well as updating and deleting data
            
         

         
      

      
      This chapter is all about getting data into and out of Elasticsearch and maintaining it: indexing, updating, and deleting
         documents. In chapter 1, you learned that Elasticsearch is document-based and that documents are made up of fields and their values, which makes them self-contained, much like having the column names
         from a table contained in the rows. In chapter 2, you saw how you can index such a document via Elasticsearch’s REST API. Here, we’ll dive deeper into the indexing process
         by looking at the fields in those documents and what they contain. For example, when you index a document like this
      

      
      {"name": "Elasticsearch Denver"}

      
      the name field is a string because its value, Elasticsearch Denver, is a string. Other fields could be numbers, booleans, and so on. In this chapter we’ll look at three types of fields:
      

      
      

      
         
         	Core— These fields include strings and numbers.
            
         

         
         	Arrays and multi-fields— These fields help you store multiple values of the same core type in the same field. For example, you can have multiple tag
            strings in your tags field.
            
         

         
         	Predefined— Examples of these fields include _ttl (which stands for “time to live”) and _timestamp.
            
         

         
      

      
      Think of these field types as metadata that can be automatically managed by Elasticsearch to give you additional functionality.
         For example, you can configure Elasticsearch to automatically add new data to documents, such as a timestamp, or you can use
         the _ttl field to get your documents automatically deleted after a specified amount of time.
      

      
      Once you know the field types that can be in your documents and how to index them, we’ll look at how you can update documents
         that are already there. Because of the way it stores data, when Elasticsearch updates an existing document, it retrieves it
         and applies changes according to your specifications. It then indexes the resulting document again and deletes the old one.
         Such updates can raise concurrency issues, and you’ll see how they can be solved automatically with document versions. You’ll
         also see various ways of deleting documents, some faster than others. This is again due to the particular way Apache Lucene,
         the main library used by Elasticsearch for indexing, stores data on disk.
      

      
      We’ll start with indexing by looking at how you can manage fields from your documents. As you saw in chapter 2, fields are defined in mappings, so before we dive into how you can work with each type of field, we’ll look at how you can
         work with mappings in general.
      

      
      
      3.1. Using mappings to define kinds of documents
      

      
      Each document belongs to a type, which in turn belongs to an index. As a logical division of data, you can think of indices
         as databases and types as tables. For example, the get-together website that we introduced in chapter 2 uses a different type for groups and events because those documents have different structures. Note that if you also had
         a blog on that website, you might keep blog entries and comments in a separate index because it’s a completely different set
         of data.
      

      
      Types contain a definition of each field in the mapping. The mapping includes all the fields that might appear in documents from that type and tells Elasticsearch how to index the fields in
         a document. For example, if a field contains a date, you can define which date format is acceptable.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Types provide only logical separation
         
         With Elasticsearch, there’s no physical separation of documents that have different types. All documents within the same Elasticsearch
            index, regardless of type, end up in the same set of files belonging to the same shards. In a shard, which is a Lucene index,
            the name of the type is a field, and all fields from all mappings come together as fields in the Lucene index.
         

         
         The concept of a type is a layer of abstraction specific to Elasticsearch but not Lucene, which makes it easy for you to have
            different kinds of documents in the same index. Elasticsearch takes care of separating those documents; for example, by filtering
            documents belonging to a certain type when you search in that type only.
         

         
         This approach creates a problem when the same field name occurs in multiple types. To avoid unpredictable results, two fields
            with the same name should have the same settings; otherwise Elasticsearch might have a hard time figuring out which of the
            two fields you’re referring to. In the end, both those fields belong to the same Lucene index. For example, if you have a
            name field in both group and event documents, both should be strings, not one a string and one an integer. This is rarely a problem
            in real life, but it’s worth remembering to avoid surprises.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      In figure 3.1 groups and events are stored in different types. The application can then search in a specific type, such as events. Elasticsearch
         also allows you to search in multiple types at once or even in all types of an index by specifying only the index name when
         you search.
      

      
      
      
      Figure 3.1. Using types to divide data in the same index; searches can run in one, multiple, or all types.
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      Now that you know how mappings are used in Elasticsearch, let’s look at how you can read the mapping of a type and how you
         can write one.
      

      
      
      
      3.1.1. Retrieving and defining mappings
      

      
      When you’re learning Elasticsearch, you often don’t need to worry about the mapping because Elasticsearch detects your fields
         automatically and adjusts your mapping accordingly. You’ll look at how that works in listing 3.1. In a production application, you often want to define your mapping up front so you don’t have to rely on automatic field
         detection. We’ll explain how to define a mapping later in this chapter.
      

      
      
      Getting the current mapping
      

      
      To see the current mapping of a field type, issue an HTTP GET on _mapping under the type’s URL:
      

      
      curl 'localhost:9200/get-together/group/_mapping?pretty'

      
      In the following listing, you first index a new document from your get-together website, specifying a new type called new-events, and Elasticsearch automatically creates the mapping for you. You then retrieve the created mapping, which shows you the
         fields from your document and the field types that Elasticsearch detected for each field.
      

      
      
      
      Listing 3.1. Getting an automatically generated mapping
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      Defining a new mapping
      

      
      To define a mapping, you use the same URL as previously, but you issue an HTTP PUT instead of GET. You need to specify the JSON mapping in the body using the same format that’s returned when you retrieve a mapping. For
         example, the following request puts a mapping that defines the host field as string:
      

      
      % curl -XPUT 'localhost:9200/get-together/_mapping/new-events' -d '{
  "new-events" : {
    "properties" : {
      "host": {
        "type" : "string"
      }
    }
  }
}'

      
      You can define a new mapping after you create the index but before inserting any document into that type. Why does this PUT work if, as shown in listing 3.1, you already had a mapping in place? We’ll explain why next.
      

      
      
      
      
      3.1.2. Extending an existing mapping
      

      
      When you put a mapping over an existing one, Elasticsearch merges the two. If you ask Elasticsearch for the mapping now, you
         should get something like this:
      

      
      {
  "get-together" : {
    "mappings" : {
      "new-events" : {
        "properties" : {
          "date" : {
            "type" : "date",
            "format" : "dateOptionalTime"
          },
          "host" : {
            "type" : "string"
          },
          "name" : {
            "type" : "string"
          }
        }
      }
    }
  }
}

      
      As you can see, the mapping now contains the two fields from the initial mapping plus the new field you defined. The initial
         mapping was extended with the newly added field, which is something you can do at any point. Elasticsearch calls this a merge
         between the existing mapping and the one you provide.
      

      
      Unfortunately, not all merges work. For example, you can’t change an existing field’s data type, and, in general, you can’t
         change the way a field is indexed. Let’s take a closer look into why this happens. As shown in the following listing, if you
         try to change the host field to a long, it fails with a MergeMappingException.
      

      
      
      
      Listing 3.2. Trying to change an existing field type from string to long fails
      

      
      curl -XPUT 'localhost:9200/get-together/_mapping/new-events' -d '{
  "new-events" : {
    "properties" : {
      "host": {
        "type" : "long"
      }
    }
  }
}'
# reply{"error":"MergeMappingException[Merge failed with failures {[mapper
[host] of different type, current_type [string], merged_type
[long]]}]","status":400}

      
      
      The only way around this error is to re-index all the data in new-events, which involves the following steps:
      

      
      

      
      
         1.  Remove all data from the new-events type; you’ll learn later in this chapter how to delete data. Removing data also removes the current mapping.
         

      

      
      
         2.  Put in the new mapping.
         

      

      
      
         3.  Index all the data again.
         

      

      
      
      To understand why re-indexing might be required, imagine you’ve already indexed an event with a string in the host field. If you want the host field to be long now, Elasticsearch would have to change the way host is indexed in the existing document. As you’ll explore later in this chapter, editing an existing document implies deleting
         and indexing again. To define correct mappings that hopefully will only need additions, not changes, let’s look at the core
         types you can choose for your fields in Elasticsearch and what you can do with them.
      

      
      
      
      
      3.2. Core types for defining your own fields in documents
      

      
      With Elasticsearch, a field can be one of the core types (see table 3.1), such as a string or a number, or it can be a more complex type derived from core types, such as an array.
      

      
      Table 3.1. Elasticsearch core field types
      

      
         
            
            
         
         
            
               	
                  Core type

               
               	
                  Example values

               
            

         
         
            
               	String
               	"Lee", "Elasticsearch Denver"
            

            
               	Numeric
               	17, 3.2
            

            
               	Date
               	2013-03-15T10:02:26.231+01:00
            

            
               	Boolean
               	Value can be either true or false
            

         
      

      
      There are some additional types not covered in this chapter. For example, there’s the nested type, which allows you to have documents within documents, or the geo_point type, which stores a location on Earth based on its longitude and latitude. We’ll discuss those additional types in chapter 8, where we cover relationships among documents, and in appendix A, where we discuss geospatial data.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      In addition to the fields you define in your documents, such as name or date, Elasticsearch uses a set of predefined fields
         to enrich them. For example, there’s a _all field, where all the document’s fields are indexed together. This is useful when users search for something without specifying
         the field—they can search in all fields. These predefined fields have their own configuration options, and we’ll discuss them
         later in this chapter.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Let’s look at each of these core types so you can make good mapping choices when you index your own data.
      

      
      
      3.2.1. String
      

      
      Strings are the most straightforward: your field should be string if you’re indexing characters. They’re also the most interesting because you have so many options in your mapping for how
         to analyze them.
      

      
      Analysis is the process of parsing the text to transform it and break it down into elements to make searches relevant. If it sounds
         too abstract, don’t worry: chapter 5 explores the concept. But let’s look at the basics now, starting with the document you indexed in listing 3.1:
      

      
      % curl -XPUT 'localhost:9200/get-together/new-events/1' -d '{
  "name": "Late Night with Elasticsearch",
  "date": "2013-10-25T19:00"
}'

      
      With this document indexed, search for the word late in the name field, which is a string:
      

      
      % curl 'localhost:9200/get-together/new-events/_search?pretty' -d '{
  "query": {
    "query_string": {
      "query": "late"
    }
  }
}'

      
      The search finds the “Late Night with Elasticsearch” document you indexed in listing 3.1. Elasticsearch connects the strings "late" and "Late Night with Elasticsearch" through analysis. As you can see in figure 3.2, when you index "Late Night with Elasticsearch", the default analyzer lowercases all letters and then breaks the string into words.
      

      
      
      
      Figure 3.2. After the default analyzer breaks strings into terms, subsequent searches match those terms.
      

      
      [image: ]

      
      
      Analysis produces four terms: late, night, with, and elasticsearch. The same process is then applied to the query string, but this time, “late” produces the same string: "late". The document (doc1) matches the search because the late term that resulted from the query matches the late term that resulted from the document.
      

      
      
         
            
         
         
            
               	
            

         
      

      Definition

      
      
      A term is a word from the text and is the basic unit for searching. In different contexts, this word can mean different things:
         it could be a name, for example, or it could be an IP address. If you want only exact matches on a field, the entire field
         should be treated as a word.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      On the other hand, if you index “latenight,” the default analyzer creates only one term: latenight. Searching for “late” won’t hit doc2 because it doesn’t include the term late.
      

      
      This analysis process is where the mapping comes into play. You can specify many options for analyzing in your mapping. For
         example, you can configure analysis to produce terms that are synonyms of your original terms, so queries for synonyms match
         as well. We’ll dive into the details of analysis in chapter 5, as promised, but for now, let’s look at the index option, which can be set to analyzed (the default), not_analyzed, or no. For example, to set the name field to not_analyzed, your mapping might look like this:
      

      
      % curl -XPUT 'localhost:9200/get-together/_mapping/new-events' -d '{
  "new-events" : {
    "properties" : {
      "name": {
        "type" : "string",
        "index" : "not_analyzed"
      }
    }
  }
}'

      
      By default, index is set to analyzed and produces the behavior you saw previously: the analyzer lowercases all letters and breaks your string into words. Use
         this option when you expect a single matching word to produce a match. For example, if users search for “elasticsearch,” they
         expect to see “Late Night with Elasticsearch” in the list of results.
      

      
      Setting index to not_analyzed does the opposite: the analysis process is skipped, and the entire string is indexed as one term. Use this option when you
         want exact matches, such as when you search for tags. You probably want only “big data” to show up as a result when you search
         for “big data,” not “data.” Also, you’ll need this for most aggregations, which count terms. If you want to get the most frequent
         tags, you probably want “big data” to be counted as a single term, not “big” and “data” separately. We’ll explore aggregations
         in chapter 7.
      

      
      If you set index to no, indexing is skipped and no terms are produced, so you won’t be able to search on that particular field. When you don’t need
         to search on a field, this option saves space and decreases the time it takes to index and search. For example, you might
         store reviews for events. Although storing and showing those reviews is valuable, searching through them might not be. In
         this case, disable indexing for that field, making the indexing process faster and saving space.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Check if your query is analyzed when searching in fields that aren’t
         
         For some queries, such as the query_string you used previously, the analysis process is applied to your search criteria. It’s important to be aware if this is happening;
            otherwise results might not be as expected.
         

         
         For example, if you index “Elasticsearch” and it’s not analyzed, it produces the term Elasticsearch. When you query for “Elasticsearch” like this
         

         
         curl 'localhost:9200/get-together/new-events/_search?q=Elasticsearch'

         
         the URI request is analyzed, and the term elasticsearch (lowercased) is produced. But you don’t have the term elasticsearch in your index; you only have Elasticsearch (with a capital E), so you get no hits. In chapter 4, where we’ll discuss searches, you’ll learn which query types analyze the input text and which don’t.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Next, let’s look at how you can index numbers. Elasticsearch provides many core types that can help you deal with numbers,
         so we’ll refer to them collectively as numeric.
      

      
      
      
      3.2.2. Numeric
      

      
      Numeric types can be numbers with or without a floating point. If you don’t need decimals, you can choose among byte, short, integer, and long; if you do need them, your choices are float and double. These types correspond to Java’s primitive data types, and choosing among them influences the size of your index and the
         range of values you can index. For example, whereas a long takes up 64 bits, a short takes up only 16 bits, but a long can store ranges up to several trillion times larger than the –32,768 to 32,767 that a short can store.
      

      
      If you don’t know the range you need for your integer values or the precision you need for your floating-point values, it’s
         safe to do what Elasticsearch does when it detects your mapping automatically: use long for integer values and double for floating-point values. Your index might become larger and slower because these two types take up the most space, but at least you’re unlikely to get an out-of-range error from Elasticsearch when indexing.
      

      
      Now that we’ve covered strings and numbers, let’s look at a type that’s more purpose-built: date.
      

      
      
      
      3.2.3. Date
      

      
      The date type is used for storing dates and times. It works like this: you normally provide a string with a date, as in 2013-12-25T09:00:00. Then, Elasticsearch parses the string and stores it as a number of type long in the Lucene index. That long is the number of milliseconds that have elapsed since 00:00:00 UTC time on January 1, 1970 (UNIX epoch) and the time you
         provided.
      

      
      When you search for documents, you still provide date strings and Elasticsearch parses those strings and works with numbers in background. It does that because numbers are faster
         to store and work with than strings.
      

      
      You, on the other hand, only have to consider whether Elasticsearch understands the date string you’re providing. The date format of your date string is defined by the format option, and Elasticsearch parses ISO 8601 timestamps by default.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         ISO 8601
         
         An international standard for exchanging date- and time-related data, ISO 8601 is widely used in timestamps due to RFC 3339
            (www.ietf.org/rfc/rfc3339.txt). An ISO 8601 date looks like this:
         

         
         2013-10-11T10:32:45.453-03:00

         
         It has all the right ingredients of a good timestamp: information is read from left to right, from the most important to the
            least important; the year has four digits; and the time includes subseconds and the time zone. Much of the information in
            this timestamp is optional; for example, you don’t need to specify milliseconds and you can skip the time altogether.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      When you use the format option to specify a date format, you have two options:
      

      
      

      
         
         	Use a predefined date format. For example, the date format parses dates as 2013-02-25. Many predefined formats are available, and you can see them all here: www.elastic.co/guide/reference/mapping/date-format/
            
         

         
         	Specify your own custom format. You can specify a pattern for timestamps to follow. For example, specifying MMM YYYY parses dates as Jul 2001.
            
         

         
      

      
      To put all this date information to use, let’s add a new mapping type called weekly-events, as shown in the next listing. Then, as is also shown in the listing, add a name and date of the first event and specify
         an ISO 8601 timestamp for that date. Also add a field with the date of the next event and specify a custom date format for
         that date.
      

      
      
      

      
      
      Listing 3.3. Using default and custom time formats
      

      
      [image: ]

      
      
      We’ve talked about strings, numbers, and dates; let’s move on to the last core type: boolean. Like date, boolean is a type that’s more purpose-built.
      

      
      
      
      3.2.4. Boolean
      

      
      The boolean type is used for storing true/false values from your documents. For example, you might want a field that indicates whether the event’s video is available for
         download. A sample document could be indexed like this:
      

      
      %  curl -XPUT 'localhost:9200/get-together/new-events/1' -d '{
  "name": "Broadcasted Elasticsearch News",
  "downloadable": true
}'

      
      The downloadable field is automatically mapped as boolean and is stored in the Lucene index as T for true or F for false. As with date fields, Elasticsearch parses the value you supply in the source document and transforms true and false to T and F, respectively.
      

      
      We’ve looked at the core types: string, numeric, date, and boolean, which you can use in your own fields; let’s move on to arrays and multi-fields, which enable you to use the same core type
         multiple times.
      

      
      
      
      
      3.3. Arrays and multi-fields
      

      
      Sometimes having simple field-value pairs in your documents isn’t enough. You might need to have multiple values in the same
         field. Let’s step away from the get-together example and look at another use case: you’re indexing blog posts and you want
         to have a tag field with one or more tags in it. In this case, you need an array.
      

      
      
      
      3.3.1. Arrays
      

      
      To index a field with multiple values, put those values in square brackets; for example:
      

      
      % curl -XPUT 'localhost:9200/blog/posts/1' -d '{
  "tags": ["first", "initial"]
}'

      
      At this point you might wonder, “How do you define an array field in your mapping?” The answer is you don’t. In this case
         the mapping defines the tags field as string, as it does when you have a single value:
      

      
      % curl 'localhost:9200/blog/_mapping/posts?pretty'
{
  "blog" : {
    "mappings" : {
      "posts" : {
        "properties" : {
          "tags" : {
            "type" : "string"
          }
        }
      }
    }
  }
}

      
      All core types support arrays, and you can use both single values and arrays without changing your mapping. For example, if
         the next blog post has only one tag, you can index it like this:
      

      
      % curl -XPUT 'localhost:9200/blog/posts/2' -d '{"tags": "second"}'

      
      Internally, it’s pretty much the same thing for Lucene, which has to index more or fewer terms in that same field, depending
         on how many values you provide.
      

      
      
      
      3.3.2. Multi-fields
      

      
      If arrays let you index more data with the same settings, multi-fields are about indexing the same data multiple times using
         different settings. For example, in listing 3.4 you configure the tags field from your posts’ type with two different settings: analyzed, for matches on every word, and not_analyzed, for exact matches on the full tag name.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      You can upgrade a single field to a multi-field configuration without needing to re-index your data. This is what happens
         if you’ve already created a tags string field before you run the following listing. The opposite isn’t possible, though: you can’t remove a sub-field from the mapping
         once it’s there.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      

      
      
      Listing 3.4. Multi-field for a string: once analyzed, once not_analyzed
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      You search in the analyzed version of the tags field as you do with any other string. To search in the not_analyzed version (and get back only exact matches on the original tag), specify the full path: tags.verbatim.
      

      
      Both multi-field and array field types let you have multiple core type values in a single field. Next, we’ll look at predefined
         fields (which are normally handled by Elasticsearch on its own) to add new functionality to your documents, such as automatically
         expiring them.
      

      
      
      
      
      3.4. Using predefined fields
      

      
      Elasticsearch provides a number of predefined fields you can use and configure to add new functionality. These predefined
         fields are different from the fields you’ve seen so far in three ways:
      

      
      

      
         
         	Typically, you don’t populate a predefined field; Elasticsearch does it. For example, you can use the _timestamp field to record the date when a document was indexed.
            
         

         
         	They uncover field-specific functionality. For example, the _ttl (time to live) field enables Elasticsearch to remove documents after a specified amount of time.
            
         

         
         	Predefined field names always begin with an underscore (_). These fields add new metadata to your documents, and Elasticsearch uses this metadata for various features, from storing the
            original document to storing timestamp information for automatic expiry.
            
         

         
      

      
      We’ll divide the important predefined fields in the following categories:

      
      

      
         
         	Control how to store and search your documents. _source lets you store the original JSON document as you index it. _all indexes all your fields together.
            
         

         
         	Identify your documents. These are special fields containing data about where your document was indexed: _uid, _id, _type, _index.
            
         

         
         	Add new properties to your documents. You can index the size of the original JSON with _size[1]. Similarly, you can index the time it was indexed with _timestamp[2] and make Elasticsearch delete it after a specified amount of time with _ttl.[3] We won’t cover them here because there are often better ways to achieve the same goals (for example, it’s cheaper to expire
            entire indices, as we’ll see in section 3.6.2) and they might get deprecated in future releases.[4]
               1 
                  
www.elastic.co/guide/en/elasticsearch/reference/master/mapping-size-field.html

               

            

            
               2 
                  
www.elastic.co/guide/en/elasticsearch/reference/master/mapping-timestamp-field.html

               

            

            
               3 
                  
www.elastic.co/guide/en/elasticsearch/reference/master/mapping-ttl-field.html

               

            

            
               4 
                  
See the discussion here: https://github.com/elastic/elasticsearch/issues/9679.
                  

               

            

            
         

         
         	Control the shard where your documents are routed to. These are _routing and parent. We’ll look at _routing in chapter 9, section 9.8, as it’s related to scaling, and at _parent in chapter 8, where we talk about relationships among documents.
            
         

         
      

      
      
      3.4.1. Controlling how to store and search your documents
      

      
      Let’s start by looking at _source, which lets you store the documents you index, and _all, which lets you index all their content in a single field.
      

      
      
      _source for storing the original contents
      

      
      The _source field is for storing the original document in the original format. This lets you see the documents that matched a search,
         not only their IDs.
      

      
      _source can have enabled set to true or false to specify whether or not you want to store the original document. By default it’s true, and in most cases that’s good because the existence of _source allows you to use other important features of Elasticsearch. For example, as you’ll learn later in this chapter, updating
         document contents using the update API requires _source. Also, the default highlighting implementation requires _source (see appendix C for more details on highlighting).
      

      
      
         
            
         
         
            
               	
            

         
      

      Warning

      
      
      Because a lot of functionality depends on the _source field, and storing it is relatively cheap in terms of both space and performance, the ability to disable it might be removed
         in version 2.0. See the discussion on GitHub: https://github.com/elastic/elasticsearch/issues/8142. For the same reasons, we don’t recommend disabling _source.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      To see how this field works, let’s look at what Elasticsearch typically returns when you retrieve a previously indexed document:

      
      % curl 'localhost:9200/get-together/new-events/1?pretty'
[...]
  "_source" : {
  "name": "Broadcasted Elasticsearch News",
  "downloadable": true

      
      You also get the _source JSON back when you search because it’s returned there by default as well.
      

      
      
      
      
      Returning only some fields of the source document
      

      
      When you retrieve or search for a document, you can ask Elasticsearch to return only specific fields and not the entire _source. One way to do this is to give a comma-separated list of fields in the fields parameter; for example:
      

      
      % curl -XGET 'localhost:9200/get-together/group/1?pretty&fields=name'
{
  "_index" : "get-together",
  "_type" : "group",
  "_id" : "1",
  "_version" : 1,
  "found" : true,
  "fields" : {
    "name" : [ "Denver Clojure" ]
  }
}

      
      When _source is stored, Elasticsearch gets the required fields from there. You can also store individual fields by settings the store option to yes. For example, to store only the name field, your mapping might look like this:
      

      
      % curl -XPUT 'localhost:9200/get-together/_mapping/events_stored' -d '{
  "events_stored": {
    "properties": {
      "name": {
        "type": "string",
        "store": "yes"
      }
    }
  }
}'

      
      This might be useful when you ask Elasticsearch for a particular field because retrieving a single stored field will be faster
         than retrieving the entire _source and extracting that field from it, especially when you have large documents.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      When you store individual fields as well, you should take into account that the more you store, the bigger your index gets.
         Usually bigger indices imply slower indexing and slower searching.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Under the hood, _source is just another stored field in Lucene. Elasticsearch stores the original JSON in it and extracts fields from it as needed.
      

      
      
      
      _all for indexing everything
      

      
      Just as _source is storing everything, _all is indexing everything. When you search in _all, Elasticsearch returns a hit regardless of which field matches. This is useful when users are looking for something without
         knowing where to look; for example, searching for “elasticsearch” may match the group name “Elasticsearch Denver” as well
         as the tag elasticsearch on other groups.
      

      
      Running a search from the URI without a field name will search on _all by default:
      

      
      curl 'localhost:9200/get-together/group/_search?q=elasticsearch'

      
      If you always search on specific fields, you can disable _all by setting enabled to false:

      
      "events": {
    "_all": { "enabled": false}

      
      Doing so will reduce the total size of your index and make indexing operations faster.

      
      By default, each field is included in _all by having include_in_all implicitly set to true. You can use this option to control what is and isn’t included in _all:
      

      
      % curl -XPUT 'localhost:9200/get-together/_mapping/custom-all' -d '{
  "custom-all": {
    "properties": {
      "organizer": {
        "type": "string",
        "include_in_all": false
      }
    }
  }
}'

      
      Using include_in_all gives you flexibility not only in terms of saving space but also regarding how your queries behave. If a search is run without
         specifying a field, Elasticsearch will only match contents of fields that were also indexed in _all.
      

      
      The next set of predefined fields includes those used to identify documents: _index, _type, _id, and _uid.
      

      
      
      
      
      3.4.2. Identifying your documents
      

      
      To identify a document within the same index, Elasticsearch uses a combination of the document’s type and ID in the _uid field. The _uid field is made up from the _id and _type fields that you always get when searching or retrieving documents:
      

      
      % curl 'localhost:9200/get-together/group/1?fields&pretty'
{
  "_index" : "get-together",
  "_type" : "group",
  "_id" : "1",
  "_version" : 1,
  "found" : true
}

      
      At this point you might wonder, “Why does Elasticsearch store the same data in two places—you have _id, then _type, and then _uid?”
      

      
      Elasticsearch uses _uid internally for identification because all documents land in the same Lucene indices. The type and ID separation is an abstraction
         that makes it easy to work with different structures by dividing them into types. _id is normally extracted from _uid because of that, but _type has to be indexed separately so it can easily filter documents by type when you search in a specific type. Table 3.2 shows the default settings for _uid, _id, and _type.
      

      
      
      

      Table 3.2. Default settings for _id and _type fields
      

      
         
            
            
            
            
         
         
            
               	
                  Field name

               
               	
                  Store value

               
               	
                  Index value

               
               	
                  Observations

               
            

         
         
            
               	_uid
               	yes
               	yes
               	Used for identifying a document within the whole index.
            

            
               	_id
               	no
               	no
               	It’s not indexed and not stored. If you search in it, _uid is used instead. When you get results, contents are extracted from
                  _uid as well.
               
            

            
               	_type
               	no
               	not_analyzed
               	It’s indexed and it produces a single term. It’s used by Elasticsearch to filter documents of specific types. You can search
                  on it, too.
               
            

         
      

      
      
      Providing IDs for your documents
      

      
      So far, you’ve mostly provided IDs manually as part of the URI. For example, to index a document with ID 1st, you run something like this:
      

      
      % curl -XPUT 'localhost:9200/get-together/manual_id/1st?pretty' -d '{
  "name": "Elasticsearch Denver"
}'

      
      You could see the ID in the reply:

      
      {
  "_index" : "get-together",
  "_type" : "manual_id",
  "_id" : "1st",
  "_version" : 1,
  "created" : true
}

      
      Alternatively, you can rely on Elasticsearch to generate unique IDs for you. This is useful if you don’t already have a unique
         ID or you don’t need to identify documents by a certain property. Typically, this is what you do when you index application
         logs: they don’t have a unique property to identify them and they’re never updated.
      

      
      To have Elasticsearch generate the ID, use HTTP POST and omit the ID:
      

      
      % curl -XPOST 'localhost:9200/logs/auto_id/?pretty' -d '{
  "message": "I have an automatic id"
}'

      
      You can see the autogenerated ID in the reply:

      
      {
  "_index" : "logs",
  "_type" : "auto_id",
  "_id" : "RWdYVcU8Rjyy8sJPobVqDQ",
  "_version" : 1,
  "created" : true
}

      
      
      
      
      Storing the index name inside the document
      

      
      To have Elasticsearch store the index name in the document, along with the ID and the type, use the _index field. As with _id and _type, you can see _index in the results of a search or a GET request, but as with _id and _type, what you see there doesn’t come from the field contents. _index is disabled by default.
      

      
      Elasticsearch knows which index each result came from, so it can show an _index value there, but by default you can’t search for _index yourself. The following command shouldn’t find anything:
      

      
      % curl 'localhost:9200/_search?q=_index:get-together'

      
      To enable _index, set enabled to true. The mapping might look like this:
      

      
      % curl -XPUT 'localhost:9200/get-together/_mapping/with_index' -d '{
  "with_index": {
    "_index": { "enabled": true }
  }
}'

      
      If you add documents to this type and rerun the previous search, you should find your new documents.

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Searching for documents belonging to a particular index can be easily done by using the index URL, as you’ve done so far.
         But the _index field may turn out to be useful in more complex use cases. For example, in a multitenant environment, you might have an index
         for each user. When you search in multiple indices, you could use the terms aggregation on the _index field to show the number of documents belonging to each user. We’ll look at aggregations in chapter 7.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      We’ve looked at how your documents are mapped in Elasticsearch so you can index them in a way that suits your use case. Next,
         we’ll look at how you can modify documents that are already indexed.
      

      
      
      
      
      
      3.5. Updating existing documents
      

      
      You may need to change an existing document for various reasons. Suppose you need to change the organizer for a get-together
         group. You could index a different document to the same address (index, type, and ID), but, as you might expect, you can update
         documents by sending the changes you want Elasticsearch to apply. The update API in Elasticsearch allows you to send the changes
         you want to apply to a document and the API returns a reply indicating whether the operation succeeded or not. The update
         process is shown in figure 3.3.
      

      
      
      

      
      
      Figure 3.3. Updating a document involves retrieving it, processing it, and re-indexing it while overwriting the previous document.
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      As figure 3.3 illustrates, Elasticsearch does the following (from the top down):
      

      
      

      
         
         	Retrieves the existing document— For that to work, you must enable the _source field; otherwise Elasticsearch doesn’t know what the original document looked like.
            
         

         
         	Applies the changes you specified— For example, if your document was
            
            
            
{"name": "Elasticsearch Denver", "organizer": "Lee"}

            
            and you wanted to change the organizer, the resulting document would be
            
            
{"name": "Elasticsearch Denver", "organizer": "Roy"}

            
            

         
         	Removes the old document and indexes the new document (with the update applied) in its place
            
         

         
      

      
      In this section, we’ll look at a few ways to use the update API and explore how to manage concurrency via Elasticsearch’s
         versioning feature.
      

      
      
      
      3.5.1. Using the update API
      

      
      Let’s look at how to update documents first. The update API exposes a few ways of doing that:
      

      
      

      
         
         	Send a partial document to add or replace the same part from the existing document. This is straightforward: you send one or more fields with their values, and after the update is done, you expect to find them
            in the document.
            
         

         
         	When sending partial documents or scripts, make sure that the document is created if it doesn’t exist. You can specify the original contents of a document to be indexed if one isn’t already there.
            
         

         
         	Send a script to update the document for you. For example, in an online shop, you might want to increase the number of T-shirts you have in stock by a certain amount instead
            of setting it to a fixed number.
            
         

         
      

      
      
      Sending a partial document
      

      
      The easiest way to update one or more fields is to send a partial document with the values you need to set for those fields.
         To do that, you need to send this info through an HTTP POST request to the _update endpoint of the document’s URL. The following command will work after running populate.sh from the code samples:
      

      
      % curl -XPOST 'localhost:9200/get-together/group/2/_update' -d '{
  "doc": {
    "organizer": "Roy"
  }
}'

      
      This sets the fields you specify under doc to the values you provide, regardless of the previous values or whether these fields existed or not. If the entire document
         is missing, the update operation will fail, complaining that the document is missing.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      When updating, you need to keep in mind that there might be conflicts. For example, if you’re changing the group’s organizer
         to “Roy” and a colleague changes it to “Radu,” one of those updates will be overridden by the other one. To control this,
         you can use versioning, which we’ll cover later in this chapter.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Creating documents that don’t exist with upsert
      

      
      To handle the situation when the updating document doesn’t exist, you can use upsert. You might be familiar with this term from relational databases; the term is a portmanteau of update and insert.
      

      
      If the document is missing, you can add an initial document to be indexed in the upsert section of the JSON. The previous command looks like this:
      

      
      % curl -XPOST 'localhost:9200/get-together/group/2/_update' -d '
{
  "doc": {
    "organizer": "Roy"
  },
  "upsert": {
    "name" : "Elasticsearch Denver",
    "organizer": "Roy"
  }
}'

      
      
      
      
      Updating documents with a script
      

      
      Finally, let’s look at how to update a document using the values from the existing one. Suppose you have an online shop, you’re
         indexing products, and you want to increment the price of a product by 10. To do that, you use the same API, but instead of
         providing a document, you provide a script. A script is typically a piece of code in the JSON that you send to Elasticsearch, but it can also be an external script.
      

      
      We’ll talk more about scripting in chapter 6 because you’ll most likely use scripts to make your searches more relevant. We’ll also show you how to use scripts in aggregations
         in chapter 7 and how to make such scripts run faster in chapter 10. For now, let’s look at three important elements of an update script:
      

      
      

      
         
         	The default scripting language is Groovy. Its syntax is similar to Java, but it’s easier to use for scripting.
            
         

         
         	Because updating gets the _source of an existing document, changes it, and then re-indexes the resulting document, your scripts alter fields within _source. To refer to _source, use ctx._source, and to refer to a specific field, use ctx._source['field-name'].
            
         

         
         	If you need variables, we recommend you define them separately from the script itself under params. That’s because scripts need to be compiled, and once they’re compiled, they get cached. Running the same script multiple
            times with different parameters requires the script to be compiled only once. Subsequent runs take the existing script from
            cache. This is faster than having different scripts because they all need compilation.
            
         

         
      

      
      In listing 3.5, you’ll use a Groovy script to increment the price of an Elasticsearch shirt by 10.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Depending on the version of Elasticsearch that you’re on, running scripts through the API like in listing 3.5 might be forbidden by default for security reasons. This is called dynamic scripting, and it can be enabled by setting script.disable_dynamic to false in elasticsearch.yml. Alternatively, you can store scripts on each node’s file system or in the .scripts index. For more details, take a look at the scripting module documentation: www.elastic.co/guide/en/elasticsearch/reference/current/modules-scripting.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      

      
      
      Listing 3.5. Updating with a script
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      You can see that ctx._source.price is used instead of the expected ctx._source ['price']. This is an alternative way to refer to the price field. It’s easier to use with curl because escaping single quotes in shell scripts can be confusing.
      

      
      Now that you’ve seen how you can update a document, let’s look at how you can manage concurrency if multiple updates happen
         at the same time.
      

      
      
      
      
      3.5.2. Implementing concurrency control through versioning
      

      
      If multiple updates are running at the same time, you could encounter concurrency issues. As illustrated in figure 3.4, it’s possible that one update re-indexes the document between the time when the other update got the original document and
         applied its own changes. With no concurrency control, the second re-index will cancel the changes of the first update.
      

      
      
      

      
      
      Figure 3.4. Without concurrency control, changes can get lost.
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      Fortunately, Elasticsearch supports concurrency control by using a version number for each document. The initially indexed
         document is version 1. When you re-index it through an update, the version number is set to 2. If the version number was set
         to 2 by another update in the meantime, it’s a conflict and the current update fails (otherwise it would override the other
         update like in figure 3.4). You can retry the update and—if there’s no conflict—version will be set to 3.
      

      
      To see how it works, you’ll replicate a process similar to the one shown in figure 3.5 using the code in listing 3.6:
      

      
      
      

      
      
      Figure 3.5. Concurrency control through versioning prevents one update from overriding another.
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         1.  Index a document and then update it (update1).
         

      

      
      
         2.  Update1 starts in background and includes a waiting time (sleep).
         

      

      
      
         3.  During that sleep, issue another update command (update2) that modifies the document. This change occurs between update1’s fetch of the original document and its
            re-indexing operation.
         

      

      
      
         4.  Instead of canceling the changes of update2, update1 fails because the document is already at version 2. At this point
            you have the chance to retry update1 and apply the changes in version 3. (See listing 3.6.)
         

      

      
      
      
      

      
      
      Listing 3.6. Two concurrent updates managed with versioning: one fails
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      Figure 3.5 is a graphical representation of what happens in this listing.
      

      
      This kind of concurrency control is called optimistic because it allows parallel operations and assumes that conflicts appear rarely, throwing errors when they do appear. This
         is opposed to pessimistic locking, in which conflicts are prevented in the first place by blocking operations that might cause conflicts.
      

      
      
      Automatically retrying an update when there’s a conflict
      

      
      When a version conflict appears, you can deal with it in your own application. If it’s an update, you can try applying it
         again. But you can also make Elasticsearch reapply it for you automatically by setting the retry_on_conflict parameter:
      

      
      % SHIRTS="localhost:9200/online-shop/shirts"
% curl -XPOST "$SHIRTS/1/_update?retry_on_conflict=3" -d '{
    "script": "ctx._source.price = 2"
}'

      
      
      
      Using versions when you index documents
      

      
      Another way to update a document without using the update API is to index a new one to the same index, type, and ID. This
         overwrites the existing document and you can still use the version field for concurrency control. To do that, set the version parameter in the HTTP request. The value should be the version you expect the document to have. For example, if you expect
         version 3 to be already there, a re-index can look like this:
      

      
      % curl -XPUT 'localhost:9200/online-shop/shirts/1?version=3' -d '{
  "caption": "I Know about Elasticsearch Versioning",
  "price": 5
}'

      
      The operation will fail with the version conflict exception you saw in listing 3.6 if the current version is different than 3.
      

      
      With versions, you can index or update your documents safely. Next, let’s look at how you can remove documents.

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Using external versioning
         
         So far you’ve used Elasticsearch’s internal versioning, which makes Elasticsearch automatically increment the version number
            with each operation, whether that’s an index or an update. If the source of your data is another data store, maybe you have
            a versioning system there; for example, one based on timestamps. In that case you might want to keep versions in sync as well
            as the documents.
         

         
         To rely on external versioning, you need to add version_type=external to every request in addition to the version number:
         

         
         DOC_URL="localhost:9200/online-shop/shirts/1"
curl -XPUT "$DOC_URL?version=101&version_type=external" -d '{
  "caption": "This time we use external versioning",
  "price": 100
}'

         
         This will make Elasticsearch accept any version number, as long as it’s higher than the current version, and it doesn’t increment
            the version number on its own.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
      3.6. Deleting data
      

      
      Now that you know how to send data to Elasticsearch, let’s look at what options you have for removing some of what was indexed.
         If you’ve worked through the listings throughout this chapter, you now have unnecessary data that’s waiting to be removed.
         We’ll look at a few ways to remove data—or at least get it out of the way of slowing down your searches or further indexing:
      

      
      

      
         
         	Delete individual documents or groups of documents. When you do that, Elasticsearch only marks them to be deleted, so they don’t show up in searches, and gets them out of the
            index later in an asynchronous manner.
            
         

         
         	Delete complete indices. This is a particular case of deleting groups of documents. But it differs in the sense that it’s easy to do performance-wise.
            The main job is to remove all the files associated with that index, which happens almost instantly.
            
         

         
         	Close indices. Although this isn’t about removing, it’s worth mentioning here. A closed index doesn’t allow read or write operations and
            its data isn’t loaded in memory. It’s similar to removing data from Elasticsearch, but it remains on disk, and it’s easy to
            restore: you open the closed index.
            
         

         
      

      
      
      3.6.1. Deleting documents
      

      
      There are a few ways to remove individual documents, and we’ll discuss most of them here:

      
      

      
         
         	Remove a single document by its ID. This is good if you have only one document to delete, provided that you know its ID.
            
         

         
         	Remove multiple documents in a single request. If you have multiple individual documents that you want to delete, you can remove them all at once in a bulk request, which is faster than removing one document at a time. We’ll cover bulk deletes in chapter 10, along with bulk indexing and bulk updating.
            
         

         
         	Remove a mapping type, with all the documents in it. This effectively searches and removes all the documents you’ve indexed in that type, plus the mapping itself.
            
         

         
         	Remove all the documents matching a query. This is similar to removing a mapping type, in the sense that internally a search is run to identify the documents that need
            to be deleted, only here you can specify any query you want and the matching documents will be deleted.
            
         

         
      

      
      
      Removing a single document
      

      
      To remove a single document, you need to send an HTTP DELETE request to its URL; for example:
      

      
      % curl -XDELETE 'localhost:9200/online-shop/shirts/1'

      
      You can also use versioning to manage concurrency with deletes, just as you did while indexing and updating. For example,
         let’s assume you sold all shirts of a certain type, and you want to remove that document so it doesn’t appear in searches
         at all. But you might not know at that time if a new shipment arrived and the stock data has been updated. To accomplish this,
         add a version parameter to your DELETE request, as you did with index and update requests before.
      

      
      There’s one particularity to deletes when it comes to versioning, though. Once you delete the document, it’s no longer there,
         so it’s easy for an update to come and recreate it, even if shouldn’t (for example, because that update’s version is lower
         than the delete version). This is especially a problem if you’re using external versioning because any external version will
         work on a document that doesn’t exist.
      

      
      To prevent this problem, Elasticsearch keeps the version of that document around for a while so it can reject updates with
         a lower version than that of the delete. That time is 60s by default, which should be enough for most use cases, but you can change it by setting index.gc_deletes in elasticsearch.yml or in each index’s settings. We’ll talk more about managing index settings in chapter 11, which is about administration.
      

      
      
      
      Removing a mapping type and documents matching a query
      

      
      You can also remove an entire mapping type, which removes the mapping itself plus all the documents indexed in that type.
         To do that, you provide the type’s URL to the DELETE request:
      

      
      % curl -XDELETE 'localhost:9200/online-shop/shirts

      
      The tricky part about removing types is that the type name is just another field in the documents. All documents of an index
         end up in the same shards regardless of the mapping type they belong to. When you issue the previous command, Elasticsearch
         has to query for documents of that type and then remove them. This is an important detail when it comes to performance for
         removing types versus removing complete indices because removing types typically takes longer and uses more resources.
      

      
      In the same way that you can query for all documents within a type and delete them, Elasticsearch allows you to specify your
         own query for documents you want to delete through an API called delete by query. Using the API is similar to running a query, except that the HTTP request is DELETE and the _search endpoint is now _query. For example, to remove all documents that match “Elasticsearch” from the index get-together, you can run this command:
      

      
      % curl -XDELETE 'localhost:9200/get-together/_query?q=elasticsearch'

      
      Similar to regular queries, which we cover in more detail in chapter 4, you can run a delete by query on a specific type, on multiple types, everywhere in an index, in multiple indices, or in
         all indices. When you search in all indices, be careful when you run a delete by query.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Besides being careful, you can use backups. We talk about backups in chapter 11, which is all about administration.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      3.6.2. Deleting indices
      

      
      As you might expect, to delete an index, you issue a DELETE request to the URL of that index:
      

      
      % curl -XDELETE 'localhost:9200/get-together/'

      
      You can also delete multiple indices by providing a comma-separated list or even delete all indices by providing _all as the index name.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Does deleting all documents via curl -DELETE localhost:9200/_all sound dangerous to you? You can prevent that by setting action.destructive _requires_name: true in elasticsearch.yml. That will make Elasticsearch reject _all, as well as wildcards in index names, when it comes to deletes.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Deleting an index is fast because it’s mostly about removing the files associated with all shards of that index. Deleting
         files on the file system happens quickly compared to when you delete individual documents. When you do that, they’re only
         marked as deleted. They get removed when segments are merged. Merging is the process of combining multiple small Lucene segments into a bigger segment.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         On segments and merging
         
         A segment is a chunk of the Lucene index (or a shard, in Elasticsearch terminology) that is created when you’re indexing. Segments
            are never appended—only new ones are created as you index new documents. Data is never removed from them because deleting
            only marks documents as deleted. Finally, data never changes because updating documents implies re-indexing.
         

         
         When Elasticsearch is performing a query on a shard, Lucene has to query all its segments, merge the results, and send them
            back—much like the process of querying multiple shards within an index. As with shards, the more segments you have to go though, the slower the search.
         

         
         As you may imagine, normal indexing operations create many such small segments. To avoid having an extremely large number
            of segments in an index, Lucene merges them from time to time.
         

         
         Merging some documents implies reading their contents, excluding the deleted documents, and creating new and bigger segments
            with their combined content. This process requires resources—specifically, CPU and disk I/O. Fortunately, merges run asynchronously,
            and Elasticsearch lets you configure numerous options around them. We’ll talk more about those options in chapter 12, where
            you’ll learn how to improve the performance of index, update, and delete operations.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      3.6.3. Closing indices
      

      
      Instead of deleting indices, you also have the option of closing them. If you close an index, you won’t be able to read or
         write data from it with Elasticsearch until you open it again. This is useful when you have flowing data, such as application
         logs. You’ll learn in chapter 9 that it’s a good idea to store such flowing data in time-based indices—for example, creating one index per day.
      

      
      In an ideal world, you’d hold application logs forever in case you needed to look back a long time previously. On the other
         hand, having a large amount of data in Elasticsearch demands increased resources. For this use case, it makes sense to close
         old indices. You’re unlikely to need that data, but you don’t want to remove it, either.
      

      
      To close the online-shop index, send an HTTP POST request to its URL at the _close endpoint:
      

      
      % curl -XPOST 'localhost:9200/online-shop/_close'

      
      To open it again, you run a similar command, only the endpoint becomes _open:
      

      
      % curl -XPOST 'localhost:9200/online-shop/_open'

      
      Once you close an index, the only trace of it in Elasticsearch’s memory is its metadata, such as name and where shards are
         located. If you have enough disk space and you’re not sure whether you’ll need to search in that data again, closing indices
         is better than removing them. Closing them gives you the peace of mind that you can always reopen a closed index and search
         in it again.
      

      
      
      
      3.6.4. Re-indexing sample documents
      

      
      In chapter 2, you used the book’s code samples to index documents. Running populate.sh from these code samples removes the get-together
         index you created in this chapter and re-indexes the sample documents. If you look at both the populate.sh script and the
         mapping definition from mapping.json, you’ll recognize various types of fields we discussed in this chapter.
      

      
      Some of the mapping and indexing options, such as the analysis settings, are dealt with in upcoming chapters. For now, run
         populate.sh to prepare the get-together index for chapter 4, where we’ll explore searches. The code samples provide you with sample data to search on.
      

      
      
      
      
      3.7. Summary
      

      
      Before moving on, let’s have another look at what we’ve discussed in this chapter:

      
      

      
         
         	Mappings let you define fields in your documents and how those fields are indexed. We say Elasticsearch is schema-free because
            mappings are extended automatically, but in production you often need to take control over what’s indexed, what’s stored,
            and how it’s stored.
            
         

         
         	Most fields in your documents are core types, such as strings and numbers. The way you index those fields has a big impact
            on how Elasticsearch performs and how relevant your search results are—for example, the analysis settings, which we cover
            in chapter 5.
            
         

         
         	A single field can also be a container for multiple fields or values. We looked at arrays and multi-fields, which let you
            have multiple occurrences of the same core type in the same field.
            
         

         
         	Besides the fields that are specific to your documents, Elasticsearch provides predefined fields, such as _source and _all. Configuring these fields changes some data that you don’t explicitly provide in your documents but has a big impact on both
            performance and functionality. For example, you can decide which fields need to be indexed in _all as well.
            
         

         
         	Because Elasticsearch stores data in Lucene segments that don’t change once they’re created, updating a document implies retrieving
            the existing one, putting the changes in a new document that gets indexed, and marking the old one as deleted.
            
         

         
         	The removal of documents happens when the Lucene segments are asynchronously merged. This is also why deleting an entire index
            is faster than removing one or more individual documents from it—it only implies removing files on disk with no merging.
            
         

         
         	Throughout indexing, updating, and deleting, you can use document versions to manage concurrency issues. With updates, you
            can tell Elasticsearch to retry automatically if an update fails because of a concurrency issue.
            
         

         
      

      
      
      
      
      
      
      


Chapter 4. Searching your data
      

      
      This chapter covers

      
      

      
         
         	The structure of an Elasticsearch search request and response
            
         

         
         	Elasticsearch filters and how they differ from queries
            
         

         
         	Filter bitsets and caching
            
         

         
         	Using queries and filters that Elasticsearch supports
            
         

         
      

      
      Now that we’ve explored how you get data into Elasticsearch, let’s cover how you get data out of Elasticsearch: by searching.
         After all, what good is indexing your data into a search engine if you can’t search through it? Fortunately, Elasticsearch
         provides a rich API for searching through data, running the gamut of Lucene’s search capability. Because of the format Elasticsearch
         allows for constructing search requests, there are limitless possibilities for how they can be built. The best way to tell
         which query in combination with filter(s) to use for your data is to experiment, so don’t be afraid to try out these combinations
         on your project’s data to figure out which one best suits your needs.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Searchable data
         
         In this chapter, you’ll again use the dataset formed around the get-together website we’ve touched on in previous examples.
            This dataset contains two different types of documents: groups and events. To follow along and perform the queries yourself,
            download and run the populate.sh script to populate an Elasticsearch index. The samples are created with a fresh run of the
            script; if you want to tag along, please run the script again.
         

         
         To download the script, see the source code for the book at https://github.com/dakrone/elasticsearch-in-action.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      To start off, we discuss the components common to all search requests and results so you’ll have an understanding of what
         a search request and the result of that search request look like in general. We then move on to discussing the query and filter
         DSL as one of the main elements of the search API. Next, we discuss the differences between queries and filters, followed
         by a look at some of the most commonly used filters and queries. If you’re wondering about the details of how Elasticsearch
         calculates the score for documents, don’t worry; we discuss that in chapter 6, where we talk about searching with relevancy. Finally, we provide a quick-and-dirty guide to help you choose which type
         of query and filter combination to use for a particular application. Make sure to check it out if there seem to be too many
         types of queries and filters to keep straight!
      

      
      Before we start, let’s revisit what happens when you perform a search in Elasticsearch (see figure 4.1). The REST API search request is first sent to the node you choose to connect to, which in turn sends the search request
         to all shards (either primary or replica) for the index or indices being queried. When enough information has been collected
         from all shards to sort and rank the results, only the shards containing the document content that will be returned are asked
         to return the relevant content.
      

      
      
      

      
      
      Figure 4.1. How a search request is routed; the index consists of two shards and one replica per shard. After locating and scoring the
         documents, only the top 10 documents are fetched.
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      This search routing behavior is configurable; the default behavior is shown in figure 4.1 and is called “query_then_fetch.” We’ll look at how to change it later on in chapter 10. For now, let’s look at the basic structure that all Elasticsearch search requests share.
      

      
      
      4.1. Structure of a search request
      

      
      Elasticsearch search requests are JSON document-based requests or URL-based requests. The requests are sent to the server,
         and because all search requests follow the same format, it’s helpful to understand the components that you can change for
         each search request. Before we discuss the different components, we have to talk about the scope of your search request.
      

      
      
      4.1.1. Specifying a search scope
      

      
      All REST search requests use the _search REST endpoint and can be either a GET request or a POST request. You can search an entire cluster or you can limit the scope by specifying the names of indices or types in the request
         URL. The following listing provides example search URLs that limit the scope of searches.
      

      
      
      
      Listing 4.1. Limiting the search scope in the URL
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      Next to indexes you can also use aliases to search through multiple indexes. This method is used often to search through all
         available time-stamped indices. Think about indices in the format logstash-yyyymmdd, with one alias called logstash that points
         to all indices. You can also do a basic search and limit it to all logstash-based indices: curl 'localhost:9200/logstash/_search'. For the best performance, limit your queries to the smallest number of indices and types possible because anything Elasticsearch
         doesn’t have to search means faster responses. Remember that each search request has to be sent to all shards of an index;
         the more indices you have to send search requests to, the more shards are involved.
      

      
      Now that you know how to limit the scope for your search request, the next step is to discuss the basic components of the
         search request.
      

      
      
      
      4.1.2. Basic components of a search request
      

      
      Once you’ve selected the indices to search, you need to configure the most important components of the search request. These
         components deal with the amount of documents to return, select the best documents to return, and configure which documents
         you don’t want in your results:
      

      
      

      
         
         	query— The most important component for your search request, this part configures the best documents to return based on a score,
            as well as the documents you don’t want to return. This component is configured using the query DSL and the filter DSL. An
            example is to search for all events with the word “elasticsearch” in the title limited to events in this year.
            
         

         
         	size— Represents the amount of documents to return.
            
         

         
         	from— Together with size, from is used to do pagination. Be careful, though; in order to determine the second page of 10 items, Elasticsearch has to calculate
            the top 20 items. If your result set grows, getting a page somewhere in the middle would be expensive.
            
         

         
         	_source— Specifies how the _source field is returned. The default is to return the complete _source field. By configuring _source, you filter the fields that are returned. Use this if your indexed documents are big and you don’t need the full content
            in your result. Be aware that you shouldn’t disable the _source field in your index mappings if you want to use this. See the note for the difference between using fields and _source.
            
         

         
         	sort— The default sorting is based on the score for a document. If you don’t care about the score or you expect a lot of documents
            with the same score, adding a sort helps you to control which documents get returned.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Before version 1 of Elasticsearch, field was the component to use for filtering the fields to return. This is still possible;
         the behavior is to return stored fields if available. If no stored field is available, the field is obtained from the source.
         If you don’t explicitly store fields in the index, it’s better to use the _source component. Using _source filtering, Elasticsearch doesn’t have to check for a stored field first before obtaining the field from the _source.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Results start and page size
      

      
      The aptly named from and size fields are sent to specify the offset to start results from and the size of each “page” of results. For example, if you send
         a from value of 7 and a size of 5, Elasticsearch will send the 8th, 9th, 10th, 11th, and 12th results back (because the from parameter starts at 0, specifying 7 starts at the 8th result). If these two parameters aren’t sent, Elasticsearch defaults to starting at the first result (the
         “0th”), and sends 10 results with the response. There are two distinct ways of sending a search request to Elasticsearch.
      

      
      In the next section we discuss sending a URL-based search request; after that we discuss the request body–based search requests.
         The discussed basic components of the search request will be used in both mechanisms.
      

      
      
      
      URL-based search request
      

      
      In this section you’ll create a URL-based search request using the four basic components discussed in the previous section.
         The URL-based search is meant to be useful for quick curl-based requests. Not all search features are exposed using the URL-based
         search. In the following listing, the search request will search for all events, but you want the second page of 10 items.
      

      
      
      
      Listing 4.2. Paginating results using from and size
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      In listing 4.3, you create the search request to return the default first 10 events of all events, but ordered by their date in ascending
         order. If you want to, you can combine both search request configurations as well. Also try the same search request in descending
         (desc) order and check if the order of the events is changed, as shown in the next listing.
      

      
      
      
      Listing 4.3. Changing the order of the results
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      In listing 4.4 you limit the fields from sources that you want in the response. Imagine you only want to have the title of the event together
         with the date of the event. Again, you want the events ordered by date. You configure the _source component to ask for the title and date only. More options for the _source are explained in the next section when we discuss the request body–based search. The response in the listing shows one of
         the hits.
      

      
      
      

      
      
      Listing 4.4. Limiting the fields from source that you want in the response
      

      
      [image: ]

      
      
      So far you’ve only created search requests using the match_all query. The query and filter DSL is discussed in section 4.2, but we do think it’s important to show how you can create a URL-based search request where you want to return only documents
         containing the word “elasticsearch” in the title, as in the next listing. Again you sort by date. Notice the q=title:elasticsearch part. This is where you specify that you want to query on the field title for the word “elasticsearch.”
      

      
      
      
      Listing 4.5. Changing the order of the results
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      With q= you indicate you want to provide a query in the search request. With title:elasticsearch you specify that you’re looking for the word “elasticsearch” in the title field.
      

      
      We leave it up to you to try out the query and check that the response contains only events with the word “elasticsearch”
         in the title. Feel free to play around with other words and fields. Again, you can combine the mentioned components of the
         search API in one query.
      

      
      Now that you’re comfortable with search requests using the URL, you’re ready to move on to the request body–based search requests.

      
      
      
      
      4.1.3. Request body–based search request
      

      
      In the previous section we demonstrated how to use the basic search request components in URL-based queries. This is a nice
         way of interacting with Elasticsearch if you’re on the command line, for instance. When executing more advanced searches,
         using request body–based searches gives you more flexibility and more options. Even when using request body–based searches,
         some of the components can be provided in the URL as well. We focus in this section on the request body because we already discussed all URL-based configurations
         in the previous section. The example in the following listing searches for the second page of the get-together index when
         all documents are matched.
      

      
      
      
      Listing 4.6. Paginating results using from and size
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      Other than noticing the "query" section, which is an object in every query, don’t worry about the "match_all" section yet. We talk about it in section 4.2 when discussing the query and filter DSL.
      

      
      
      Fields returned with results
      

      
      The next element that all search requests share is the list of fields Elasticsearch should return for each matching document.
         This is specified by sending the _source component with the search request. If no _source is specified with the request, Elasticsearch returns either the entire _source of the document by default, or, if the _source isn’t stored, only the metadata about the matching document: _id, _type, _index, and _score.
      

      
      The previous query is used in the following listing, returning the name and date fields of each matching group.
      

      
      
      
      Listing 4.7. Filtering the returned _source
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      Wildcards in returned fields with _source
      

      
      Not only can you return a list of fields, you can also specify wildcards. For example, if you wanted to return both a "name" and "nation" field, you could specify _source: "na*". You can also specify multiple wildcards using an array of wildcard strings, like _source: ["name.*", "address.*"].
      

      
      Not only can you specify which fields to include, you can also specify which fields you don’t want to return. The next listing
         gives an example.
      

      
      
      

      
      
      Listing 4.8. Filtering the returned _source showing include and exclude
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      Sort order for results
      

      
      The last element most searches include is the sort order for the results. If no sort order is specified, Elasticsearch returns matching documents sorted by the _score value in descending order, with the most relevant (highest scoring) documents first. To sort fields in either ascending or
         descending order, specify an array of maps instead of an array of fields. You can sort on any number of fields by specifying
         a list of fields or field maps in the sort value. For example, using the previous organizer search, you can return results sorted first by creation date, starting with
         the oldest; then by the name of the get-together group, in reverse alphabetical order; and finally by the _score of the result, as shown in the following listing.
      

      
      
      
      Listing 4.9. Results sorted by date (ascending), name (descending), and _score
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      Sorting on multivalued and analyzed fields

      
      
      When sorting on multivalued fields (tags, for instance), you don’t know how the sorting uses the values. It will pick one
         to sort on, but you can’t know which one. The same is true for analyzed fields. An analyzed field will regularly result in
         multiple terms as well. Therefore it’s best to sort on not-analyzed or numeric fields.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      The basic components in action
      

      
      Now that we’ve covered the basic search components, the next listing shows an example of a search request that uses them all.

      
      
      

      
      
      Listing 4.10. Query with all four elements: scope, pagination, fields, and sort order
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      Before we go into more details on the query and filter API, we have to cover one other item: the structure of the search response.
      

      
      
      
      
      4.1.4. Understanding the structure of a response
      

      
      Let’s look at an example search and see what the response looks like. The next listing searches for groups about “elasticsearch.”
         For brevity we used the URL-based search.
      

      
      Listing 4.11. Example search request and response
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      Remember that if you don’t store either the _source of the document or the fields, you won’t be able to retrieve the value from Elasticsearch!
      

      
      Now that you’re familiar with the basic components of a search request, there’s one component that we haven’t really discussed
         yet: the query and filter DSL. This was done on purpose, because the topic is so big it deserves its own section.
      

      
      
      
      
      4.2. Introducing the query and filter DSL
      

      
      In the previous section we discussed the basic components of a search request. We talked about the amount of items to return
         and support pagination using from and size. We also discussed sorting and filtering the fields of the source to return. In this section we explain the basic component
         we didn’t discuss at length yet, the query component. So far you’ve used a basic query component, the match_all query. Check the following listing to see it in action.
      

      
      
      
      Listing 4.12. Basic search request using request body
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      In this section you’re replacing the match_all query with a match query, and you’re going to add a term filter from the filter DSL to the search request using the filtered query of the query DSL. After that we dive into what
         makes filters different from queries. Next, we take a look at some other basic queries and filters. We wrap up the section
         with compound queries and other more advanced queries and filters. Then, before moving to analyzers, we help you choose the
         right query for the job.
      

      
      
      4.2.1. Match query and term filter
      

      
      So far almost every search request that you did returned all documents. In this section we show two ways to limit the number
         of documents to return. We start with a match query to find groups containing the word “Hadoop” in the title. The following code listing shows this search request.
      

      
      
      

      
      
      Listing 4.13. match query
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      The query returns three events in total. The structure of the response was explained previously in section 4.1.4. If you’re following along, look at the score for the first match. The first match is the document with the title “Using
         Hadoop with Elasticsearch.” The score for this document is 1.3958796. You can change the search by searching for the word
         “Hadoop” with the capital H. The result will be the same. Try it if you don’t believe us.
      

      
      Now imagine you have a website that groups events by host, so you get this nice list of aggregates and a count of the number
         of events per host. After clicking on the events hosted by Andy, you want to find all events hosted by Andy. You can create
         a search request with a match query looking for Andy in the host field. If you create this search request and execute it, you’ll see there are three events hosted by Andy, all having the
         same score. We hear you ask, “Why?” Read in chapter 6 about how scoring works. This is the right moment to introduce filters.
      

      
      Filters are similar to the queries we discuss in this chapter, but they differ in how they affect the scoring and performance of
         many search actions. Rather than computing the score for a particular term as queries do, a filter on a search returns a simple
         binary “does this document match this query” yes-or-no answer. Figure 4.2 shows the main difference between queries and filters.
      

      
      
      
      Figure 4.2. Filters require less processing and are cacheable because they don’t calculate the score.
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      Because of this difference, filters can be faster than using a regular query, and they can also be cacheable. A search using
         a filter looks similar to a regular search using a query, but the query is replaced with a "filtered" map that contains the original query and a filter to be applied, as shown in the next listing. This query is called the filtered
         query in the query DSL. A filtered query contains two components: the query and the filter.
      

      
      
      
      Listing 4.14. Query using a filter
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      Here a regular query for events matching “hadoop” is used as the query, but in addition to the query for the word “Hadoop,”
         a filter is used to limit the events. Inside this particular filter section, a term filter is applied for all documents that have the host "andy". Behind the scenes, Elasticsearch constructs a bitset, which is a binary set of bits denoting whether the document matches this filter. Figure 4.3 shows what this bitset looks like.
      

      
      
      
      Figure 4.3. Filter results are cached in bitsets, making subsequent runs much faster.
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      After constructing the bitset, Elasticsearch can now use it to filter (hence the name!) out the documents that it shouldn’t
         be searching based on the query part of the search. The filter limits the amount of documents for which a score needs to be
         calculated. The score for the limited set of documents is calculated based on the query. Because of this, adding a filter
         can be much faster than combining the entire query into a single search. Depending on what kind of filter is used, Elasticsearch
         can cache the results in a bitset. If the filter is used for another search, the bitset doesn’t have to be calculated again!
      

      
      Other types of filters aren’t automatically cached if Elasticsearch can tell they’ll never be used again or if the bitsets
         are trivial to recreate. An example of a query that’s hard to cache is a filter that limits the results to all documents of
         the last hour. This query changes every second when you execute it and therefore there’s no reason to cache it. Check listing 4.17 to see an example. Additionally, Elasticsearch gives you the ability to manually specify whether a filter should be cached,
         as well as the ability to manually specify whether a filter should be cached. All of this translates into faster searches
         with filters. Therefore, you should make parts of your query into filters if you can.
      

      
      We’ll revisit bitsets to explain the details of how they work and how they affect performance in chapter 10, which discusses ways to speed up searches. Now that you understand what filters are, we’ll cover several different types
         of filters and queries, and you’ll run some searches against data.
      

      
      
      
      4.2.2. Most used basic queries and filters
      

      
      Although there are a number of ways to query for things in Elasticsearch, some may be better than others depending on how
         the data is stored in your index. In this section, you learn the different types of queries Elasticsearch supports and try
         out an example of how to use each query. We assess the pros and cons of using each query and provide performance notes about
         each one so you can determine which query best fits your data.
      

      
      In the previous sections of this chapter, a number of queries and filters were already introduced. You started with the match_all query to return all documents, moved on to the match query to limit results of an occurring word in a field, and used the term filter to limit the results using a term in a field. One query that we didn’t discuss but that you did use is the query_string query. This query was used in the URL-based search. More on this later in this section.
      

      
      In this section we recap these queries but now introduce some more advanced options. We also look at more advanced queries
         and filters like the range filter, the prefix query, and the simple_query_string query. Let’s start with the easiest queries, beginning with the match_all query.
      

      
      
      Match_all query
      

      
      We’ll give you a guess as to what this query does. That’s correct! It matches all documents. The match_all query is useful when you want to use a filter instead of a query (perhaps if you don’t care about the score of documents
         at all) or you want to return all documents among the indices and types you’re searching. The query looks like this:
      

      
      % curl 'localhost:9200/_search' -d '
{
  "query" : {
    "match_all" : {}
  }
}'

      
      To use a filter for a search instead of any regular query parts, the query looks something like this (with the filters omitted):

      
      % curl 'localhost:9200/get-together/_search' –d '
{
  "query": {
    "filtered": {
      "query": {
        "match_all": {}
      },
      "filter": {
        ... filter details ...
      }
    }
  }
}'

      
      Simple, huh? Not too useful, though, for a search engine, because users rarely search for everything. You can even make this
         search request easier; using the match_all query is the default. Therefore the query elements can be left out completely in this case. Next, let’s look at a query that’s
         a bit more useful.
      

      
      
      
      Query_string query
      

      
      In chapter 2, you used the query_string query to see how easy it is to get an Elasticsearch server up and running, but we’ll cover it again in more detail so you
         can see how it compares to the other queries.
      

      
      As shown in the following listing, a query_string search can be performed either from the URL of the request or sent in a request body. In this example, you search for documents
         that contain “nosql.” The query should return one document.
      

      
      
      

      
      
      Listing 4.15. Example query_string search
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      By default, a query_string query searches the _all field, which, if you recall from chapter 3, is made up of all the fields combined. You can change this by either specifying a field with the query, such as description:nosql, or by specifying a default_field with the request, as shown in the next listing.
      

      
      
      
      Listing 4.16. Specifying a default_field for a query_string search
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      As you may have guessed, this syntax offers more than searching for a single word. Under the hood, this is the entire Lucene
         query syntax, which allows combining searching different terms with Boolean operators like AND and OR, as well as excluding documents from the results using the minus sign (-) operator. The following query searches for all groups with “nosql” in the name but without “mongodb” in the description:
      

      
      name:nosql AND -description:mongodb

      
      To search for all search and Lucene groups created between 1999 and 2001, you could use the following:

      
      (tags:search OR tags:lucene) AND created_on:[1999-01-01 TO 2001-01-01]

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Refer to www.lucenetutorial.com/lucene-query-syntax.html for a full example of syntax the query_string query supports.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Query_string cautions
         
         Although the query_string query is one of the most powerful queries available to you in Elasticsearch, it can sometimes be one of the hardest to read
            and extend. It may be tempting to allow your users the ability to specify their own queries with this syntax, but consider
            the difficulty in explaining the meaning of complex queries such as this:
         

         
         name:search^2 AND (tags:lucene OR tags:"big data"~2) AND -description:analytics AND created_on:[2006-05-01 TO 2007-03-29]

         
         

      
         
            
         
         
            
               	
            

         
      

      
      One big disadvantage with the query_string query is that it has great power. Giving your website users this power might put your Elasticsearch cluster at risk. If users
         start entering queries with the wrong format, they’ll get back exceptions; it’s also possible to make combinations that would
         return the world and that way put your cluster at risk. See the previous note for an example.
      

      
      Suggested replacements for the query_string query include the term, terms, match, or multi_match queries, all of which allow you to search for strings within a field or fields in a document. Another good replacement is
         the simple-query-string query; this is meant to be a replacement with easy access to a query syntax using +, -, AND, OR. More on these queries in the sections that follow.
      

      
      
      
      Term query and term filter
      

      
      term queries and filters are some of the simplest queries that can be performed, allowing you to specify a field and term to search
         for within your documents. Note that because the term being searched for isn’t analyzed, it must match a term in the document
         exactly for the result to be found. We’ll cover how exactly tokens, which are individual pieces of text indexed by Elasticsearch, get analyzed in chapter 5. If you’re familiar with Lucene, it might be helpful to know that the term query maps directly to Lucene’s TermQuery.
      

      
      The following listing shows a term query that searches for groups with the elasticsearch tag.
      

      
      Listing 4.17. Example term query
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      Like the term query, a term filter can be used when you want to limit the results to documents that contain the term but without affecting the score.
         Compare the scores of the documents in the previous listing with the scores in the following listing: you’ll notice that the
         filter doesn’t bother calculating and therefore influencing the score; due to the match_all query, the score for all documents is 1.0.
      

      
      Listing 4.18. Example term filter
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      Terms query
      

      
      Similar to the term query, the terms query (note the s!) can search for multiple terms in a document’s field. For example, the following listing searches for groups by a tag matching
         either “jvm” or “hadoop.”
      

      
      Listing 4.19. Searching for multiple terms with the terms query
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      To force a minimum number of matching terms to be in a document before it matches the query, specify the minimum_should_match parameter:
      

      
      % curl 'localhost:9200/get-together/group/_search' -d '
{
  "query": {
    "terms": {
      "tags": ["jvm", "hadoop", "lucene"],
      "minimum_should_match": 2
    }
  }
}'

      
      If you’re thinking, “Wait! That’s pretty limited!” you’re probably also wondering what happens when you need to combine multiple
         queries into a single query. More information about combining multiple term queries is discussed in section 4.3 about compound queries.
      

      
      
      
      
      4.2.3. Match query and term filter
      

      
      Similar to the term query, the match query is a hash map containing the field you’d like to search as well as the string you want to search for, which can be
         either a field or the special _all field to search all fields at once. Here’s an example match query, searching for groups where name contains “elasticsearch”:
      

      
      % curl 'localhost:9200/get-together/group/_search' –d '
{
  "query": {
    "match": {
      "name": "elasticsearch"
    }
  }
}'

      
      The match query can behave in a number of different ways; the two most important behaviors are boolean and phrase.
      

      
      
      Boolean query behavior
      

      
      By default, the match query uses Boolean behavior and the OR operator. For example, if you search for the text “Elasticsearch Denver,” Elasticsearch searches for “Elasticsearch OR Denver,”
         which would match get-together groups from both “Elasticsearch Amsterdam” and “Denver Clojure Group.”
      

      
      To search for results that contain both “Elasticsearch” and “Denver,” change the operator by modifying the match field name into a map and setting the operator field to and:
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      The second important way a match query can behave is as a phrase query.
      

      
      
      
      Phrase query behavior
      

      
      A phrase query is useful when searching for a specific phrase within a document, with some amount of leeway between the positions
         of each word. This leeway is called slop, which is a number representing the distance between tokens in a phrase. Say you’re trying to remember the name of a get-together group; you remember it had the words “Enterprise” and “London” in it, but you
         don’t remember the rest of the name. You could search for the phrase “enterprise london” with slop set to 1 or 2 instead of the default of 0 to find results containing that phrase without having to know the exact title of the group:
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      4.2.4. Phrase_prefix query
      

      
      Similar to the match_phrase query, the match_phrase_prefix query allows you to go one step further and search for a phrase, but it allows prefix matching on the last term in the phrase.
         This behavior is extremely useful for providing a running autocomplete for a search box, where the user gets search suggestions
         while typing a search term. When using the search for this kind of behavior, it’s a good idea to set the maximum number of
         expansions for the prefix by setting the max_expansions setting so the search returns in a reasonable amount of time.
      

      
      In the following example, “elasticsearch den” is used as the phrase_prefix query. Elasticsearch takes the “den” text and looks across all the values of the name field to check for those that start with “den” (“Denver,” for example). Because this could potentially be a large set, the
         number of expansions should be limited:
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      The Boolean and phrase queries are a great choice for accepting user input; they allow you to pass in user input in a much less error-prone way,
         and unlike a query_string query, a match query won’t choke on reserved characters like +, -, ?, and !.
      

      
      
      Matching multiple fields with multi_match
      

      
      Although it might be tempting to think that the multi_match query behaves like the terms query by searching for multiple matches in a field, its behavior is slightly different. Instead, it allows you to search
         for a value across multiple fields. This can be helpful in the get-together example where you may want to search for a string
         across both the name of the group and the description:
      

      
      % curl 'localhost:9200/get-together/_search' -d'
{
  "query": {
    "multi_match": {
      "query": "elasticsearch hadoop",
      "fields": [ "name", "description" ]
    }
  }
}'

      
      Just as the match query can be turned into a phrase query, a prefix query, or a phrase_prefix query, the multi_match query can be turned into a phrase query or phrase_prefix query as well by specifying the type key. Consider the multi_match query exactly like the match query, except that you can specify multiple fields for searching instead of a single field only.
      

      
      With all the different match queries, it’s possible to find a way to search for almost anything, which is why the match query and its relatives are considered the go-to query type for most uses. We highly recommended that you use them whenever
         possible. For everything else, however, we’ll cover some of the other types of queries that Elasticsearch supports.
      

      
      
      
      
      
      
      4.3. Combining queries or compound queries
      

      
      After learning about and using different types of queries, you’ll likely find yourself needing to combine query types; this
         is where Elasticsearch’s bool query comes in.
      

      
      
      4.3.1. bool query
      

      
      The bool query allows you to combine any number of queries into a single query by specifying a query clause that indicates which parts
         must, should, or must_not match the data in your Elasticsearch index:
      

      
      

      
         
         	If you specify that part of a bool query must match, only results matching that query (or queries) are returned.
            
         

         
         	Specifying that a part of a query should match means that a specified number of the clauses must match for a document to be returned.
            
         

         
         	If no must clauses are specified, at least one should clause has to match for the document to be returned.
            
         

         
         	Finally, the must_not clause causes matching documents to be excluded from the result set.
            
         

         
      

      
      Table 4.1 lists the three clauses and their binary counterparts.
      

      
      Table 4.1. bool query clause types
      

      
         
            
            
            
         
         
            
               	
                  bool query clause

               
               	
                  Binary equivalent

               
               	
                  Meaning

               
            

         
         
            
               	must
               	To combine multiple clauses, use a binary and (query1 AND query2 AND query3).
               	Any searches in the must clause must match the document; lowercase and is a function; uppercase AND is an operator.
            

            
               	must_not
               	Combines multiple clauses with a binary not.
               	Any searches in the must_not clause must not be part of the document; multiple clauses are combined in a binary not manner
                  (NOT query1 AND NOT query2 AND NOT query3).
               
            

            
               	Should
               	Combines multiple clauses with a binary or (query 1 OR query2 OR query3).
               	Searches in the should clause may or may not match a document, but at least the minimum_should_match parameter number of them
                  should match (defaults to 1 if must is not present and 0 if must is present); similar to a binary OR (query1 OR query2 OR
                  query3).
               
            

         
      

      
      Understanding the difference between must, should, and must_not may be easier through an example. In the following listing, you search for events that were attended by David, must be attended
         by either Clint or Andy, and must not be older than June 30, 2013.
      

      
      
      

      Listing 4.20. Combining queries with a bool query
      

      [image: ]

      [image: ]

      
      
      
      
      4.3.2. bool filter
      

      
      The filter version of the bool query acts almost exactly like the query version, but instead of combining queries, it combines filters. The filter equivalent
         of the previous example is shown in the following listing.
      

      
      
      
      
      Listing 4.21. Combining filters with the bool filter
      

      
      % curl 'localhost:9200/get-together/_search' -d'
{
  "query": {
    "filtered": {
      "query": {
        "match_all": {}
      },
      "filter": {
        "bool": {
          "must": [
            {
              "term": {
                "attendees": "david"
              }
            }
          ],
          "should": [
            {
              "term": {
                "attendees": "clint"
              }
            },
            {
              "term": {
                "attendees": "andy"
              }
            }
          ],
          "must_not": [
            {
              "range" :{
                "date": {
                  "lt": "2013-06-30T00:00"
                }
              }
            }
          ]
        }
      }
    }
  }
}'

      
      
      As you saw in the bool query (listing 4.20), the minimum_should_match setting of the query version lets you specify the minimum number of should clauses that have to match for a result to be returned. In listing 4.21, the default value of 1 is used; the bool filter does not support this property.
      

      
      
      Improving the bool query
      

      
      The provided bool query is slightly contrived, but it includes all three of the bool query options: must, should, and must_not. You could rewrite this bool query in a better form like this:
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      Note that this query is smaller than the previous query. By inverting the range query from lt (less than) to gte (greater than or equal to), you can move it from the must_not section to the must section. You can also collapse the two separate should queries into a single terms query instead of two term queries. Now you can replace the minimum_should_match of 1 and the should clause by moving the terms query into the must clause as well. Elasticsearch has a flexible query language, so don’t be afraid to experiment with how queries are formed
         as you’re sending them to Elasticsearch!
      

      
      With the bool query and filter under your belt, you can combine any number of queries and filters. We can now return to the other types
         of queries that Elasticsearch supports. You already know about the term query, but what if you want Elasticsearch to analyze the data you’re sending it? The match query is exactly what you need.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      The option minimum_should_match has some hidden features for default values. If you specify a must clause, the minimum_should_match has a default value of 0. If there’s no must clause, the default value is 1.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
      4.4. Beyond match and filter queries
      

      
      General-purpose queries that we’ve discussed so far, such as the query_string and the match queries, are particularly useful when the user is faced with a search box because you can run such a query with the words
         the user types in.
      

      
      To narrow the scope of a search, some user interfaces also include other elements next to the search box, such as a calendar
         widget that allows you to search for newly created groups or a check box for filtering events that have a location already
         established.
      

      
      
      4.4.1. Range query and filter
      

      
      The range query and filter are self-explanatory; they’re used to query for values between a certain range and can be used for numbers,
         dates, and even strings.
      

      
      To use the range query, you specify the top and bottom values for a field. For example, to search for all groups created after June 1 and
         before September 1, 2012 in the index, use the following query:
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      Or you could use a filter instead:
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      See table 4.2 for the meaning of the parameters gt, gte, lt, and lte.
      

      
      Table 4.2. Range query parameters
      

      
         
            
            
         
         
            
               	
                  Parameter

               
               	
                  Meaning

               
            

         
         
            
               	gt
               	Search for fields greater than the value, not including the value.
            

            
               	gte
               	Search for fields greater than the value, including the value.
            

            
               	lt
               	Search for fields less than the value, not including the value.
            

            
               	lte
               	Search for fields less than the value, including the value.
            

         
      

      
      The range query also supports ranges of strings, so if you wanted to search for all the groups in get-togethers between "c" and "e", you could search using the following:
      

      
      % curl 'localhost:9200/get-together/_search' –d '
{
  "query": {
    "range": {
      "name": {
        "gt": "c",
        "lt": "e"
      }
    }
  }
}'

      
      When you use the range query, think long and hard about whether a filter would be a better choice. Because documents that fall into the range of
         the query have a binary match (“Yes, this document is in the range” or “No, this document isn’t in the range”), the range query doesn’t need to be a query. For better performance, it should be a filter. If you’re unsure whether to make it a query
         or a filter, make it a filter. In 99% of cases, making a range query a filter is the right thing to do.
      

      
      
      
      4.4.2. Prefix query and filter
      

      
      Similar to the term query, the prefix query and filter allow you to search for a term containing the given prefix, where the prefix isn’t analyzed before searching.
         For example, to search the index for all events that start with “liber,” the following query is used:
      

      
      % curl 'localhost:9200/get-together/event/_search' –d '
{
  "query": {
    "prefix": {
      "title": "liber"
    }
  }
}'

      
      And, similarly, you can use a filter instead of a regular query, which has almost the same syntax:

      
      % curl 'localhost:9200/get-together/event/_search' –d '
{
  "query": {
    "filtered": {
      "query": {
        "match_all": {}
      },
      "filter": {
        "prefix": {
          "title": "liber"
        }
      }
    }
  }
}'

      
      But wait! What happens if you were to send the same request but with “Liber” instead of “liber”? Because the search prefix
         isn’t analyzed before being sent, it won’t find the terms that have been lowercased in the index. This is because of the way
         Elasticsearch analyzes documents and queries, which we cover in much more depth in chapter 5. Because of this behavior, the prefix query is a good choice for autocompletion of a partial term that a user enters if the term is part of the index. For example,
         you could provide a categories input box when existing categories are already known. If a user was typing terms that were
         part of an index, you could take the text entered into a search box by the user, lowercase it, and then use a prefix query to see what other results show up. Once you have matching results from a prefix query, you can offer them as suggestions
         while the user is typing. But if you need to analyze the term or want an amount of fuzziness in the results, it’s probably
         better to stick with the match_phrase_prefix query for autocomplete functionality. We’ll talk more about suggestions and suggesters in appendix F.
      

      
      
      
      4.4.3. Wildcard query
      

      
      You may be tempted to think of the wildcard query as a way to search with regular expressions, but in truth, the wildcard query is closer to the way shell wildcard globbing works; for example, running
      

      
      ls *foo?ar

      
      matches words such as “myfoobar,” “foocar,” and “thefoodar.”

      
      Using a string, you can allow Elasticsearch to substitute either any number of characters (including none of them) for the
         * wildcard or a single character for the ? wildcard.
      

      
      For example, a query for “ba*n” would match “bacon,” “barn,” “ban,” and “baboon” because the * can be any character sequence, whereas a query for “ba?n” would match only “barn” because ? must match a single character at all times. Listing 4.22 demonstrates these wildcard queries using a new index called wildcard-test.
      

      
      You can also mix and match with multiple * and ? characters to match a more complex wildcard pattern, but keep in mind that when a string is analyzed, spaces are stripped
         out by default, so ? can’t match a space if spaces aren’t indexed.
      

      
      Listing 4.22. Example wildcard query
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      Something to note when using this query is that the wildcard query isn’t as lightweight as other queries like the match query; the sooner a wildcard character (* or ?) occurs in the query term, the more work Lucene and Elasticsearch have to do to match it. Take, for example, the search term
         “h*”; Elasticsearch must now match every term starting with “h”. If the term was “hi*”, Elasticsearch would only have to search
         through every term starting with “hi”, which is a smaller subset of all terms starting with “h”. Because of this overhead
         and performance considerations, be careful to test the wildcard query on a copy of your data before putting these queries into production! We’ll talk more about a similar query, the regexp query, in chapter 6, where we discuss searching with relevancy.
      

      
      
      
      
      4.5. Querying for field existence with filters
      

      
      Sometimes when querying Elasticsearch, it can be helpful to search for all the documents that don’t have a field or are missing
         a value in the field. In the get-together index, for example, you might want to search for all groups that don’t have a review.
         On the other hand, you may also want to search for all the documents that have a field, regardless of what the content of
         the field is. This is where the exists and missing filters come in, both of which act only as filters, not as regular queries.
      

      
      
      
      4.5.1. Exists filter
      

      
      As the name suggests, the exists filter allows you to filter any query to documents that have a value in a particular field, whatever that value may be. Here’s
         what the exists filter looks like:
      

      
      % curl 'localhost:9200/get-together/_search' –d '
{
  "query": {
    "filtered": {
      "query": {
        "match_all": {}
      },
      "filter": {
        "exists": { "field": "location.geolocation" }
      }
    }
  }
}'
... only documents with the location.geolocation field are returned ...

      
      On the opposite side, you can use the missing filter.
      

      
      
      
      4.5.2. Missing filter
      

      
      The missing filter allows you to search for documents that have no value or where the value is a default value (also called the null
         value, or null_value in the mapping) that was specified during the mapping. To search for documents that are missing the reviews field, you’d use a filter like this:
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      If you wanted to expand that filter to also match documents that are missing the field entirely and that might have the null_value field, you can specify a Boolean value for the existence and null_value fields. The response includes documents that have null_value set in the field, as shown in the next listing.
      

      
      
      

      
      
      Listing 4.23. Specify existence and null_value fields as Boolean values
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      Both the missing and exists filters are cached by default.
      

      
      
      
      4.5.3. Transforming any query into a filter
      

      
      So far, we’ve talked about the different types of queries and filters that Elasticsearch supports, but we’ve been limited
         to using only the filters that are already provided. Sometimes you may want to take a query such as query_string, which has no filter equivalent, and turn it into a filter. You rarely need this, but if you need full-text search within
         the filter context, you can use this. Elasticsearch allows you to do this with the query filter, which takes any query and turns it into a filter.
      

      
      To transform a query_string query that searches for a name matching “denver clojure” to a filter, you’d use a search like this:
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      Using this, you can get some of the benefits of a filter (such as not having to calculate a score for that part of the query).
         You can also choose to cache this filter if it turns out to be used many times; the syntax for caching looks slightly different than adding the _cache key, as shown in the next listing.
      

      
      
      
      Listing 4.24. Caching query filter
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      The query part of the query has moved inside a new key named fquery, which is where the _cache key now resides. If you find yourself often using a particular query that doesn’t have a filter equivalent (like one of the
         match queries or a query_string query), you may want to cache it, assuming the score for that particular part of the query isn’t important.
      

      
      
      
      
      4.6. Choosing the best query for the job
      

      
      Now that we’ve covered some of the most popular Elasticsearch queries, let’s look at how to decide which queries to use and
         when. Although there’s no hard-and-fast rule for which query to use for what, table 4.3 helps you determine which query to use for the general case.
      

      
      Table 4.3. Which type of query to use for general use cases
      

      
         
            
            
         
         
            
               	
                  Use case

               
               	
                  Query type to use

               
            

         
         
            
               	You want to take input from a user, similar to a Google-style interface, and search for documents with the input.
               	Use a match query or the simple_query_string query if you want to support +/- and search in specific fields.
            

            
               	You want to take input as a phrase and search for documents containing that phrase, perhaps with some amount of leniency (slop).
               	Use a match_phrase query with an amount of slop to find phrases similar to what the user is searching for.
            

            
               	You want to search for a single word in a not_analyzed field, knowing exactly how the word should appear.
               	Use a term query because query terms aren’t analyzed.
            

            
               	You want to combine many different searches or types of searches, creating a single search out of them.
               	Use the bool query to combine any number of subqueries into a single query.
            

            
               	You want to search for certain words across many fields in a document.
               	Use the multi_match query, which behaves similarly to the match query but on multiple fields.
            

            
               	You want to return every document from a search.
               	Use the match_all query to return all documents from a search.
            

            
               	You want to search a field for values that are between two specified values.
               	Use a range query to search within documents with values between a certain range.
            

            
               	You want to search a field for values that start with a specified string.
               	Use a prefix query to search for terms starting with a given string.
            

            
               	You want to autocomplete the value of a single word based on what the user has already typed in.
               	Use a prefix query to send what the user has typed in and get back exact matches starting with the text.
            

            
               	You want to search for all documents that have no value for a specified field.
               	Use the missing filter to filter out documents that are missing fields.
            

         
      

      
      
      
      
      4.7. Summary
      

      
      Filters can speed up queries by skipping over the scoring calculations and by caching. In this chapter you learned the following:
      

      
      

      
         
         	Human-language type queries, such as the match and query_string queries, are suitable for search boxes.
            
         

         
         	The match query is the go-to query for full-text search, but the query_string query is both more flexible and more complex because it exposes the full Lucene query syntax.
            
         

         
         	The match query has multiple subtypes: boolean, phrase, and phrase_prefix. The main difference is that boolean matches individual words, whereas the phrase types take the order of words into account, as if they were in a phrase.
            
         

         
         	Specialized queries such as the prefix and wildcard queries are also supported.
            
         

         
         	To filter documents where a field doesn’t exist, use the missing filter.
            
         

         
         	The exists filter does the exact opposite; it returns only documents having the specified field value.
            
         

         
      

      
      Other types of queries are available that allow you to tune your relevance. We’ll discuss them in chapter 6. Matching results and their relevance is heavily influenced by how the text is analyzed. Chapter 5 covers the details of analysis.
      

      
      
      
      
      
      
      


Chapter 5. Analyzing your data
      

      
      This chapter covers

      
      

      
         
         	Analyzing your document’s text with Elasticsearch
            
         

         
         	Using the analysis API
            
         

         
         	Tokenization
            
         

         
         	Character filters
            
         

         
         	Token filters
            
         

         
         	Stemming
            
         

         
         	Analyzers included with Elasticsearch
            
         

         
      

      
      So far we’ve covered indexing and searching your data, but what actually happens when you send data to Elasticsearch? What
         happens to the text sent in a document to Elasticsearch? How can Elasticsearch find specific words within sentences, even
         when the case changes? For example, when a user searches for “nosql,” generally you’d like a document containing the sentence
         “share your experience with NoSql & big data technologies” to match, because it contains the word NoSql. You can use the information you learned in the previous chapter to do a query_string search for “nosql” and find the document. In this chapter you’ll learn why using the query string query will return the document. Once you finish this chapter you’ll have a better idea how Elasticsearch’s analysis allows you to search your document set in a more flexible manner.
      

      
      
      5.1. What is analysis?
      

      
      Analysis is the process Elasticsearch performs on the body of a document before the document is sent off to be added to the inverted
         index. Elasticsearch goes through a number of steps for every analyzed field before the document is added to the index:
      

      
      

      
         
         	Character filtering— Transforms the characters using a character filter
            
         

         
         	Breaking text into tokens— Breaks the text into a set of one or more tokens
            
         

         
         	Token filtering— Transforms each token using a token filter
            
         

         
         	Token indexing— Stores those tokens into the index
            
         

         
      

      
      We’ll talk about each step in more detail next, but first let’s look at the entire process summed up in a diagram. Figure 5.1 shows the text “share your experience with NoSql & big data technologies” transformed into the analyzed tokens: share, your, experience, with, nosql, big, data, tools, and technologies. The presented analyzer is a custom analyzer created using provided character filters, tokenizers, and token filters. Later in this chapter we discuss
         the custom analyzer in more depth.
      

      
      
      
      Figure 5.1. Overview of the analysis process of a custom analyzer using standard components
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      5.1.1. Character filtering
      

      
      As you can see in the upper left of the figure, Elasticsearch first runs the character filters; these filters are used to
         transform particular character sequences into other character sequences. This can be used for things like stripping HTML out
         of text or converting an arbitrary number of characters into other characters (perhaps correcting the text-message shortening
         of “I love u 2” into “I love you too”). In figure 5.1 we use the character filter to replace “&” with the word “and.”
      

      
      
      
      Figure 5.2. Analyzer overview
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      5.1.2. Breaking into tokens
      

      
      After the text has had the character filters applied, it needs to be split into pieces that can be operated on. Lucene itself
         doesn’t act on large strings of data; instead, it acts on what are known as tokens. Tokens are generated out of a piece of text, which results in any number (even zero!) of tokens. In English, for example,
         a common tokenization that can be used is the standard tokenizer, which splits text into tokens, based on whitespace like
         spaces and newlines, but also on some characters like the dash. In figure 5.1 this is represented by breaking the string “share your experience with NoSql and big data technologies” into the tokens share, your, experience, with, NoSql, and, big, data, and technologies.
      

      
      
      
      5.1.3. Token filtering
      

      
      Once the block of text has been converted into tokens, Elasticsearch will then apply what are called token filters to each token. These token filters take a token as input and can modify, add, or remove more tokens as needed. One of the
         most useful and common examples of a token filter is the lowercase token filter, which takes in a token and lowercases it
         to ensure that you will be able to find a get-together about “NoSql” when searching for the term “nosql.” The tokens can go
         through more than one token filter, each doing different things to the tokens to mold the data into the best format for your
         index.
      

      
      In the example in figure 5.1 there are three token filters: the first lowercasing the tokens, the second removing the stopword “and” (we’ll talk about
         stopwords later in this chapter), and the third adding the term “tools” to “technologies,” using synonyms.
      

      
      
      
      5.1.4. Token indexing
      

      
      After the tokens have gone through zero or more token filters, they’re sent to Lucene to be indexed for the document. These
         tokens make up the inverted index we discussed back in chapter 1.
      

      
      Together, these different parts make up an analyzer, which can also be defined as zero or more character filters, a tokenizer, and zero or more token filters. There are some prebuilt analyzers we’ll talk about later on in this chapter that you can use without having to construct your own, but
         first we’ll talk about the individual components of an analyzer.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Analysis while executing a search
         
         Depending on what kind of query you use, this analysis can also be applied to the search text before the search is performed
            against the index. In particular, queries such as the match and match_phrase queries perform analysis before searching, and queries like the term and terms query do not. It’s important to keep this in mind when debugging why a particular search matches or doesn’t match a document—it
            might be analyzed differently than what you expect! There’s even a configuration option to configure a different analyzer
            for the searched text than for the indexed text. More on this when we discuss the ngram analyzer. Check section 4.2.1 for more details on the match and term queries.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Now that you have an understanding of what goes on during Elasticsearch’s analysis phase, let’s talk about how analyzers are
         specified for fields in your mapping and how custom analyzers are specified.
      

      
      
      
      
      5.2. Using analyzers for your documents
      

      
      Knowing about the different types of analyzers and token filters is fine, but before they can actually be used, Elasticsearch
         needs to know how you want to use them. For instance, you can specify in the mapping which individual tokenizer and token
         filters to use for an analyzer and which analyzer to use for which field.
      

      
      There are two ways to specify analyzers that can be used by your fields:

      
      

      
         
         	When the index is created, as settings for that particular index
            
         

         
         	As global analyzers in the configuration file for Elasticsearch
            
         

         
      

      
      Generally, to be more flexible, it’s easier to specify analyzers at the index-creation time, which is also when you want to
         specify your mappings. This allows you to create new indices with updated or entirely different analyzers. On the other hand,
         if you find yourself using the same set of analyzers across your indices without changing them very often, you can also save
         some bandwidth by putting the analyzers into the configuration file. Examine how you’re using Elasticsearch and pick the option
         that works best for you. You could even combine the two and put the analyzers that are used by all of your indices into the
         configuration file and specify additional analyzers for added stability when you create indices.
      

      
      Regardless of the way you specify your custom analyzers, you’ll need to specify which field uses which analyzer in the mapping
         of your index, either by specifying the mapping when the index is created or using the “put mapping API” to specify it at
         a later time.
      

      
      
      
      5.2.1. Adding analyzers when an index is created
      

      
      In chapter 3 you saw some of the settings when an index is created, notably settings for the number of primary and replica shards for
         an index, which look something like the following listing.
      

      
      
      
      Listing 5.1. Setting the number of primary and replica shards
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      Adding a custom analyzer is done by specifying another map in the settings configuration under the index key. This key should specify the custom analyzer you want to use, and it can also contain the custom tokenizer, token filters,
         and char filters that the index can use. The next listing shows a custom analyzer that specifies custom parts for all the
         analysis steps. This is a complex example, so we’ve added some headings to show the different parts. Don’t worry about all
         the code details yet because we’ll go through them later on in this chapter.
      

      
      Listing 5.2. Adding a custom analyzer during index creation
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      The mappings have been left out of the code listing here because we’ll cover how to specify the analyzer for a field in section 5.2.3. In this example you create a custom analyzer called myCustomAnalyzer, which uses the custom tokenizer myCustomTokenizer, two custom filters named myCustomFilter1 and myCustomFilter2, and a custom character filter named myCustomCharFilter (notice a trend here?). Each of these separate analysis parts is given in its respective JSON submaps. You can specify multiple
         analyzers with different names and combine them into custom analyzers to give you flexible analysis options when indexing
         and searching.
      

      
      Now that you have a sense of what adding custom analyzers looks like when an index is created, let’s look at the same analyzers
         added to the Elasticsearch configuration itself.
      

      
      
      
      5.2.2. Adding analyzers to the Elasticsearch configuration
      

      
      In addition to specifying analyzers with settings during index creation, adding analyzers into the Elasticsearch configuration
         file is another supported way to specify custom analyzers. But there are tradeoffs to this method; if you specify the analyzers
         during index creation, you’ll always be able to make changes to the analyzers without restarting Elasticsearch. But if you specify the analyzers in the Elasticsearch configuration, you’ll need to restart Elasticsearch
         to pick up any changes you make to the analyzers. On the flip side, you’ll have less data to send when creating indices. Although
         it’s generally easier to specify them at index creation for a larger degree of flexibility, if you plan to never change your
         analyzers, you can go ahead and put them into the configuration file.
      

      
      Specifying analyzers in the elasticsearch.yml configuration file is similar to specifying them as JSON; here are the same
         custom analyzers from the previous section but specified in the configuration YAML file:
      

      
      index:
  analysis:
    analyzer:
      myCustomAnalyzer:
        type: custom
        tokenizer: myCustomTokenizer
        filter: [myCustomFilter1, myCustomFilter2]
        char_filter: myCustomCharFilter
    tokenizer:
      myCustomTokenizer:
        type: letter
    filter:
      myCustomFilter1:
        type: lowercase
      myCustomFilter2:
        type: kstem
    char_filter:
      myCustomCharFilter:
        type: mapping
        mappings: ["ph=>f", "u =>you"]

      
      
      
      5.2.3. Specifying the analyzer for a field in the mapping
      

      
      There’s one piece of the puzzle left to solve before you can analyze fields with custom analyzers: how to specify that a particular
         field in the mapping should be analyzed using one of your custom analyzers. It’s simple to specify the analyzer for a field
         by setting the analyzer field on a mapping. For instance, if you had the mapping for a field called description, specifying the analyzer would look like this:
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      If you want a particular field to not be analyzed at all, you need to specify the index field with the not_analyzed setting. This keeps the text as a single token without any kind of modification (no lowercasing or anything). It looks something
         like this:
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      A common pattern for fields where you may want to search on both the analyzed and verbatim text of a field is to place them
         in multi-fields.
      

      
      
      Using multi-field type to store differently analyzed text
      

      
      Often it’s helpful to be able to search on both the analyzed version of a field as well as the original, non-analyzed text.
         This is especially useful for things like aggregations or sorting on a string field. Elasticsearch makes this simple to do
         by using multi-fields, which you first saw in chapter 3. Take the name field of groups in the get-together index, for example; you may want to be able to sort on the name field but search through it using analysis. You can specify a field that does both like this:
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      We’ve covered how to specify analyzers; now we’ll show you a neat way to check how any arbitrary text can be analyzed: the
         analyze API.
      

      
      
      
      
      
      
      5.3. Analyzing text with the analyze API
      

      
      Using the analyze API to test the analysis process can be extremely helpful when tracking down how information is being stored
         in your Elasticsearch indices. This API allows you to send any text to Elasticsearch, specifying what analyzer, tokenizer,
         or token filters to use, and get back the analyzed tokens. The following listing shows an example of what the analyze API
         looks like, using the standard analyzer to analyze the text “share your experience with NoSql & big data technologies.”
      

      
      Listing 5.3. Example of using the analyze API
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      The most important output from the analysis API is the token key. The output is a list of these maps, which gives you a representation of what the processed tokens (the ones that are
         going to actually be written to the index) look like. For example, with the text “share your experience with NoSql & big data
         technologies,” you get back eight tokens: share, your, experience, with, nosql, big, data, and technologies. Notice that in this case, with the standard analyzer, each token was lowercased and the punctuation at the end of the sentence
         was removed. This is a great way to test documents to see how Elasticsearch will analyze them, and it has quite a few ways
         to customize the analysis that’s performed on the text.
      

      
      
      5.3.1. Selecting an analyzer
      

      
      If you already have an analyzer in mind and want to see how it handles some text, you can set the analyzer parameter to the name of the analyzer. We’ll go over the different built-in analyzers in the next section, so keep this in
         mind if you want to try out any of them!
      

      
      If you configured an analyzer in your elasticsearch.yml file, you can also reference it by name in the analyzer parameter. Additionally, if you’ve created an index with a custom analyzer similar to the example in listing 5.2, you can still use this analyzer by name, but instead of using the HTTP endpoint of /_search, you’ll need to specify the index first. An example using the index named get-together and an analyzer called myCustomAnalyzer
         is shown here:
      

      
      % curl -XPOST 'localhost:9200/get-together/_analyze?analyzer=myCustomAnalyzer'
–d 'share your experience with NoSql & big data technologies'

      
      
      
      5.3.2. Combining parts to create an impromptu analyzer
      

      
      Sometimes you may not want to use a built-in analyzer but instead try out a combination of tokenizers and token filters—for
         instance, to see how a particular tokenizer breaks up a sentence without any other analysis. With the analysis API you can
         specify a tokenizer and a list of token filters to be used for analyzing the text. For example, if you wanted to use the whitespace
         tokenizer (to split the text on spaces) and then use the lowercase and reverse token filters, you could do so as follows:
      

      
      % curl -XPOST 'localhost:9200/
_analyze?tokenizer=whitespace&filters=lowercase,reverse' -d 'share your
experience with NoSql & big data technologies'

      
      You’d get back the following tokens:
      

      
      erahs, ruoy, ecneirepxe, htiw, lqson, &, gib, atad, seigolonhcet

      
      This tokenizer first tokenized the sentence “share your experience with NoSql & big data technologies” into the tokens share, your, experience, with, NoSql, &, big, data, technologies. Next, it lowercased the tokens, and finally, it reversed each token to get the provided terms.
      

      
      
      
      5.3.3. Analyzing based on a field’s mapping
      

      
      One more helpful thing about the analysis API once you start creating mappings for an index is that Elasticsearch allows you
         to analyze based on a field where the mapping has already been created. If you create a mapping with a field description that looks like this snippet
      

      
      ... other mappings ...
"description": {
    "type": "string",
    "analyzer": "myCustomAnalyzer"
}

      
      you can then use the analyzer associated with the field by specifying the field parameter with the request:
      

      
      % curl -XPOST 'localhost:9200/get-together/_analyze?field=description' –d '
share your experience with NoSql & big data technologies'

      
      The custom analyzer will automatically be used because it’s the analyzer associated with the description field. Keep in mind that in order to use this, you’ll need to specify an index, because Elasticsearch needs to be able to
         get the mappings for a particular field from an index.
      

      
      Now that we’ve covered how to test out different analyzers using cURL, we’ll jump into all the different analyzers that Elasticsearch
         provides for you out of the box. Keep in mind that you can always create your own analyzer by combining the different parts
         (tokenizers and token filters).
      

      
      
      
      5.3.4. Learning about indexed terms using the terms vectors API
      

      
      When thinking about the right analyzer, the _analyze endpoint of the previous section is a fine method. But if you want to learn more about the terms in a certain document, there’s
         a more effective way than going over all the separate fields. You can use the endpoint _termvector to get more information about all the terms. Using the endpoint you can learn about the terms, how often they occur in the
         document, the index, and where they occur in the document.
      

      
      The basic usage of the _termvector endpoint looks like this:
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      There are some things you can configure, one of them being the term statistics; be aware that this is a heavy operation. The
         following command shows how to change this request. Now you request the terms statistics as well and mention the fields you
         want statistics for:
      

      
      % curl 'localhost:9200/get-together/group/1/_termvector?pretty=true' -d '{
    "fields" : ["description","tags"],
    "term_statistics" : true
}'

      
      Here’s part of the response. Only one term is shown, and the structure is the same as the previous code sample:
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      By now you’ve learned a lot about what analyzers do and how you can explore the outcome of analyzers. You’ll keep using the
         _analyze and _termvector APIs when exploring built-in analyzers in the next section.
      

      
      
      
      
      5.4. Analyzers, tokenizers, and token filters, oh my!
      

      
      In this section we’ll discuss the built-in analyzers, tokenizers, and token filters that Elasticsearch provides. Elasticsearch
         provides a large number of them, such as lowercasing, stemming, language-specific, synonyms, and so on, so you have a lot
         of flexibility to combine them in different ways to get your desired tokens.
      

      
      
      5.4.1. Built-in analyzers
      

      
      This section provides a rundown of the analyzers that Elasticsearch comes with out of the box. Remember that an analyzer consists
         of an optional character filter, a single tokenizer, and zero or more token filters. Figure 5.2 is a visualization of an analyzer.
      

      
      We’ll be referencing tokenizers and token filters, which we’ll cover in more detail in the following sections. With each analyzer,
         we’ll include an example of some text that demonstrates what analysis using that analyzer looks like.
      

      
      
      Standard
      

      
      The standard analyzer is the default analyzer for text when no analyzer is specified. It combines sensible defaults for most European languages
         by combining the standard tokenizer, the standard token filter, the lowercase token filter, and the stop token filter. There
         isn’t much to say about the standard analyzer. We’ll talk about what the standard tokenizer and standard token filter do in
         sections 5.4.2 and 5.4.3; just keep in mind that if you don’t specify an analyzer for a field, the standard analyzer will be used.
      

      
      
      
      Simple
      

      
      The simple analyzer is just that—simple! It uses the lowercase tokenizer, which means tokens are split at nonletters and automatically lowercased.
         This analyzer doesn’t work well for Asian languages that don’t separate words with whitespace, though, so use it only for
         European languages.
      

      
      
      
      Whitespace
      

      
      The whitespace analyzer does nothing but split text into tokens around whitespace—very simple!
      

      
      
      
      Stop
      

      
      The stop analyzer behaves like the simple analyzer but additionally filters out stopwords from the token stream.
      

      
      
      
      Keyword
      

      
      The keyword analyzer takes the entire field and generates a single token on it. Keep in mind that rather than using the keyword tokenizer
         in your mappings, it’s better to set the index setting to not_analyzed.
      

      
      
      
      Pattern
      

      
      The pattern analyzer allows you to specify a pattern for tokens to be broken apart. But because the pattern would have to be specified
         regardless, it often makes more sense to use a custom analyzer and combine the existing pattern tokenizer with any needed
         token filters.
      

      
      
      
      Language and multilingual
      

      
      Elasticsearch supports a wide variety of language-specific analyzers out of the box. There are analyzers for arabic, armenian,
         basque, brazilian, bulgarian, catalan, chinese, cjk, czech, danish, dutch, english, finnish, french, galician, german, greek,
         irish, hindi, hungarian, indonesian, italian, norwegian, persian, portuguese, romanian, russian, sorani, spanish, swedish,
         turkish, and thai. You can specify the language-specific analyzer by using one of those names, but make sure you use the lowercase
         name! If you want to analyze a language not included in this list, there may be a plugin for it as well.
      

      
      
      
      Snowball
      

      
      The snowball analyzer uses the standard tokenizer and token filter (like the standard analyzer), with the lowercase token filter and the
         stop filter; it also stems the text using the snowball stemmer. Don’t worry if you aren’t sure what stemming is; we’ll discuss
         it in more detail near the end of this chapter.
      

      
      Before you can fully comprehend these analyzers, you need to understand the parts that make up an analyzer, so we’ll now discuss
         the tokenizers that Elasticsearch supports.
      

      
      
      
      
      
      5.4.2. Tokenization
      

      
      As you may recall from earlier in the chapter, tokenization is taking a string of text and breaking it into smaller chunks
         called tokens. Just as Elasticsearch includes analyzers out of the box, it also includes a number of built-in tokenizers.
      

      
      
      Standard tokenizer
      

      
      The standard tokenizer is a grammar-based tokenizer that’s good for most European languages; it also handles segmenting Unicode text but
         with a default max token length of 255. It also removes punctuation like commas and periods:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=standard' -d 'I have,
potatoes.'

      
      The tokens are I, have, and potatoes.
      

      
      
      
      Keyword
      

      
      Keyword is a simple tokenizer that takes the entire text and provides it as a single token to the token filters. This can be useful
         when you only want to apply token filters without doing any kind of tokenization:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=keyword' -d 'Hi, there.'

      
      The tokens are Hi and there.
      

      
      
      
      Letter
      

      
      The letter tokenizer takes the text and divides it into tokens at things that are not letters. For example, with the sentence “Hi, there.”
         the tokens would be Hi and there because the comma, space, and period are all nonletters:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=letter' -d 'Hi, there.'

      
      The tokens are Hi and there.
      

      
      
      
      Lowercase
      

      
      The lowercase tokenizer combines both the regular letter tokenizer’s action as well as the action of the lowercase token filter (which,
         as you can imagine, lowercases the entire token). The main reason to do this with a single tokenizer is that you gain better
         performance by doing both at once:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=letter' -d 'Hi, there.'

      
      The tokens are hi and there.
      

      
      
      
      Whitespace
      

      
      The whitespace tokenizer separates tokens by whitespace: space, tab, line break, and so on. Note that this tokenizer doesn’t remove any
         kind of punctuation, so tokenizing the text “Hi, there.” results in two tokens: Hi and there:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=whitespace' -d 'Hi, there.'

      
      The tokens are Hi and there.
      

      
      
      
      
      Pattern
      

      
      The pattern tokenizer allows you to specify an arbitrary pattern where text should be split into tokens. The pattern that’s specified
         should match the spacing characters; for example, if you wanted to split text on any two-digit number, you could create a
         custom analyzer that breaks tokens at wherever the text .-. occurs, which would look like this:
      

      
      % curl -XPOST 'localhost:9200/pattern' -d '{
  "settings": {
    "index": {
      "analysis": {
        "tokenizer": {
          "pattern1": {
            "type": "pattern",
            "pattern": "\\.-\\."
          }
        }
      }
    }
  }
}'
% curl -XPOST 'localhost:9200/pattern/_analyze?tokenizer=pattern1' \
-d 'breaking.-.some.-.text'

      
      The tokens are breaking, some, and text.
      

      
      
      
      UAX URL email
      

      
      The standard tokenizer is pretty good at figuring out English words, but these days there’s quite a bit of text that ends
         up containing website addresses and email addresses. The standard analyzer breaks these apart in places where you may not
         intend; for example, if you take the example email address john.smith@example.com and analyze it with the standard tokenizer, it gets split into multiple tokens:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=standard' \
-d 'john.smith@example.com'

      
      The tokens are john.smith and example.com.
      

      
      Here you see it’s been split into the john.smith part and the example.com part. It also splits URLs into separate parts:
      

      
      % curl -XPOST 'localhost:9200/_analyze?tokenizer=standard' \
-d 'http://example.com?q=foo'

      
      The tokens are http, example.com, q, and foo.
      

      
      The UAX URL email tokenizer will preserve both emails and URLs as single tokens:
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      This can be extremely helpful when you want to search for exact URLs or email addresses in a text field. In this case we included
         the response to make it visible that the type of the fields is also set to email and url.
      

      
      
      
      Path hierarchy
      

      
      The path hierarchy tokenizer allows you to index filesystem paths in a way where searching for files sharing the same path will return results.
         For example, let’s assume you have a filename you want to index that looks like /usr/local/var/log/elasticsearch.log. Here’s
         what the path hierarchy tokenizer tokenizes this into:
      

      
      % curl 'localhost:9200/_analyze?tokenizer=path_hierarchy' \
-d '/usr/local/var/log/elasticsearch.log'

      
      The tokens are /usr, /usr/local, /usr/local/var, /usr/local/var/log, and /usr/local/var/log/elasticsearch.log.
      

      
      This means a user querying for a file sharing the same path hierarchy (hence the name!) as this file will find a match. Querying
         for “/usr/local/var/log/es.log” will still share the same tokens as “/usr/local/var/log/elasticsearch.log,” so it can still
         be returned as a result.
      

      
      Now that we’ve touched on the different ways of splitting a block of text into different tokens, let’s talk about what you
         can do with each of those tokens.
      

      
      
      
      
      5.4.3. Token filters
      

      
      There are a lot of token filters included in Elasticsearch; we’ll cover only the most popular ones in this section because
         enumerating all of them would make this section much too verbose. Like figure 5.1, figure 5.3 provides an example of three token filters: the lowercase filter, the stopword filter, and the synonym filter.
      

      
      
      
      Figure 5.3. Token filters accept tokens from tokenizer and prep data for indexing.
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      Standard
      

      
      Don’t be fooled into thinking that the standard token filter performs complex calculation; it actually does nothing at all! In the older versions of Lucene it used to remove
         the “’s” characters from the end of words, as well as some extraneous period characters, but these are now handled by some
         of the other token filters and tokenizers.
      

      
      
      
      
      Lowercase
      

      
      The lowercase token filter does just that: it lowercases any token that gets passed through it. This should be simple enough to understand:
      

      
      % curl 'localhost:9200/_analyze?tokenizer=keyword&filters=lowercase' -d 'HI THERE!'

      
      The token is hi there!.
      

      
      
      
      Length
      

      
      The length token filter removes words that fall outside a boundary for the minimum and maximum length of the token. For example, if
         you set the min setting to 2 and the max setting to 8, any token shorter than two characters will be removed and any token longer than eight characters will be removed:
      

      
      % curl -XPUT 'localhost:9200/length' -d '{
  "settings": {
    "index": {
      "analysis": {
        "filter": {
          "my-length-filter": {
            "type": "length",
            "max": 8,
            "min": 2
          }
        }
      }
    }
  }
}'

      
      Now you have the index with the configured custom filter called my-length-filter. In the next request you use this filter to filter out all tokens smaller than 2 or bigger than 8.
      

      
      % curl 'localhost:9200/length/_analyze?tokenizer=standard&filters=my-length-filter&pretty=true' -d 'a small word and a longerword'

      
      The tokens are small, word, and and.
      

      
      
      
      Stop
      

      
      The stop token filter removes stopwords from the token stream. For English, this means all tokens that fall into this list are entirely
         removed. You can also specify a list of words to be removed for this filter.
      

      
      What are the stopwords? Here’s the default list of stopwords for the English language:

      
      a, an, and, are, as, at, be, but, by, for, if, in, into, is, it, no, not, of, on, or, such, that, the, their, then, there, these, they, this, to, was, will, with

      
      To specify the list of stopwords, you can create a custom token filter with a list of words like this:

      
      % curl -XPOST 'localhost:9200/stopwords' -d'{
  "settings": {
    "index": {
      "analysis": {
        "analyzer": {
          "stop1": {
            "type": "custom",
            "tokenizer": "standard",
            "filter": ["my-stop-filter"]
          }
        },
        "filter": {
          "my-stop-filter": {
            "type": "stop",
            "stopwords": ["the", "a", "an"]
          }
        }
      }
    }
  }
}'

      
      To read the list of stopwords from a file, using either a path relative to the configuration location or an absolute path,
         each word should be on a new line and the file must be UTF-8 encoded. You’d use the following to use the stop word filter configured with a file:
      

      
      % curl -XPOST 'localhost:9200/stopwords' -d'{
  "settings": {
    "index": {
      "analysis": {
        "analyzer": {
          "stop1": {
            "type": "custom",
            "tokenizer": "standard",
            "filter": ["my-stop-filter"]
          }
        },
        "filter": {
          "my-stop-filter": {
            "type": "stop",
            "stopwords_path": "config/stopwords.txt"
          }
        }
      }
    }
  }
}'

      
      A final option would be to use a predefined language list of stop words. In that case the value for stopwords could be “_dutch_”,
         or any of the other predefined languages.
      

      
      
      
      Truncate, trim, and limit token count
      

      
      The next three token filters deal with limiting the token stream in some way:

      
      

      
         
         	The truncate token filter allows you to truncate tokens over a certain length by settings the length parameter in the custom configuration; by default it truncates to 10 characters.
            
         

         
         	The trim token filter removes all of the whitespace around a token; for example, the token " foo" will be transformed into the token foo.
            
         

         
         	The limit token count token filter limits the maximum number of tokens that a particular field can contain. For example, if you create a customized
            token count filter with a limit of 8, only the first eight tokens from the stream will be indexed. This is set using the max_token_count parameter, which defaults to 1 (only a single token will be indexed).
            
         

         
      

      
      
      
      Reverse
      

      
      The reverse token filter allows you to take a stream of tokens and reverse each one. This is particularly useful if you’re using the
         edge ngram filter or want to do leading wildcard searches. Instead of doing a leading wildcard search for “*bar,” which is
         very slow for Lucene, you can search using “rab*” on a field that has been reversed, resulting in a much faster query. The
         following listing shows an example of reversing a stream of tokens.
      

      
      
      

      
      
      Listing 5.4. Example of the reverse token filter
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      You can see that each token has been reversed, but the order of the tokens has been preserved.
      

      
      
      
      Unique
      

      
      The unique token filter keeps only unique tokens; it keeps the metadata of the first token that matches, removing all future occurrences
         of it:
      

      
      % curl 'localhost:9200/_analyze?tokenizer=standard&filters=unique' \
-d 'foo bar foo bar baz'
{
  "tokens" : [ {
    "token" : "foo",
    "start_offset" : 0,
    "end_offset" : 3,
    "type" : "<ALPHANUM>",
    "position" : 1
  }, {
    "token" : "bar",
    "start_offset" : 4,
    "end_offset" : 7,
    "type" : "<ALPHANUM>",
    "position" : 2
  }, {
    "token" : "baz",
    "start_offset" : 16,
    "end_offset" : 19,
    "type" : "<ALPHANUM>",
    "position" : 3
  } ]
}

      
      
      
      
      Ascii folding
      

      
      The ascii folding token filter converts Unicode characters that aren’t part of the regular ASCII character set into the ASCII equivalent, if
         one exists for the character. For example, you can convert the Unicode “ü” into an ASCII “u” as shown here:
      

      
      % curl 'localhost:9200/_analyze?tokenizer=standard&filters=asciifolding' -d 'ünicode'
{
  "tokens" : [ {
    "token" : "unicode",
    "start_offset" : 0,
    "end_offset" : 7,
    "type" : "<ALPHANUM>",
    "position" : 1
  } ]
}

      
      
      
      Synonym
      

      
      The synonym token filter replaces synonyms for words in the token stream at the same offset as the original tokens. For example, let’s
         take the text “I own that automobile” and the synonym for “automobile,” “car.” Without the synonym token filter you’d produce
         the following tokens:
      

      
      % curl 'localhost:9200/_analyze?analyzer=standard' -d'I own that automobile'
{
  "tokens" : [ {
    "token" : "i",
    "start_offset" : 0,
    "end_offset" : 1,
    "type" : "<ALPHANUM>",
    "position" : 1
  }, {
    "token" : "own",
    "start_offset" : 2,
    "end_offset" : 5,
    "type" : "<ALPHANUM>",
    "position" : 2
  }, {
    "token" : "that",
    "start_offset" : 6,
    "end_offset" : 10,
    "type" : "<ALPHANUM>",
    "position" : 3
  }, {
    "token" : "automobile",
    "start_offset" : 11,
    "end_offset" : 21,
    "type" : "<ALPHANUM>",
    "position" : 4
  } ]
}

      
      You can define a custom analyzer that specifies a synonym for “automobile” like this:

      
      % curl -XPOST 'localhost:9200/syn-test' -d'{
  "settings": {
    "index": {
      "analysis": {
        "analyzer": {
          "synonyms": {
            "type": "custom",
            "tokenizer": "standard",
            "filter": ["my-synonym-filter"]
          }
        },
        "filter": {
          "my-synonym-filter": {
            "type": "synonym",
            "expand": true,
            "synonyms": ["automobile=>car"]
          }
        }
      }
    }
  }
}'

      
      When you use it, you can see that the automobile token has been replaced by the car token in the results:
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      In the example you configure the synonym filter to replace the token, but it’s also possible to add the synonym token to the tokens using the filter. In that case you should replace automobile=>car with automobile,car.
      

      
      
      
      
      
      5.5. Ngrams, edge ngrams, and shingles
      

      
      Ngrams and edge ngrams are two of the more unique ways of tokenizing text in Elasticsearch. Ngrams are a way of splitting
         a token into multiple subtokens for each part of a word. Both the ngram and edge ngram filters allow you to specify a min_gram as well as a max_gram setting. These settings control the size of the tokens that the word is being split into. This might be confusing, so let’s
         look at an example. Assuming you want to analyze the word “spaghetti” with the ngram analyzer, let’s start with the simplest
         case, 1-grams (also known as unigrams).
      

      
      
      5.5.1. 1-grams
      

      
      The 1-grams for “spaghetti” are s, p, a, g, h, e, t, t, i. The string has been split into smaller tokens according to the size of the ngram. In this case, each item is a single character
         because we’re talking about unigrams.
      

      
      
      
      5.5.2. Bigrams
      

      
      If you were to split the string into bigrams (which means a size of two), you’d get the following smaller tokens: sp, pa, ag, gh, he, et, tt, ti.
      

      
      
      
      5.5.3. Trigrams
      

      
      Again, if you were to use a size of three (which are called trigrams), you’d get the tokens spa, pag, agh, ghe, het, ett, tti.
      

      
      
      
      5.5.4. Setting min_gram and max_gram
      

      
      When using this analyzer, you need to set two different sizes: one specifies the smallest ngrams you want to generate (the
         min_gram setting), and the other specifies the largest ngrams you want to generate. Using the previous example, if you specified a
         min_gram of 2 and a max_gram of 3, you’d get the combined tokens from our two previous examples:
      

      
      sp, spa, pa, pag, ag, agh, gh, ghe, he, het, et, ett, tt, tti, ti

      
      If you were to set the min_gram setting to 1 and leave max_gram at 3, you’d get even more tokens, starting with s, sp, spa, p, pa, pag, a,....

      
      Analyzing text in this way has an interesting advantage. When you query for text, your query is going to be split into text
         the same way, so say you’re looking for the incorrectly spelled word “spaghety.” One way of searching for this is to do a
         fuzzy query, which allows you to specify an edit distance for words to check matches. But you can get a similar sort of behavior by using ngrams. Let’s compare the bigrams generated for the original word (“spaghetti”) with
         the misspelled one (“spaghety”):
      

      
      

      
         
         	Bigrams for “spaghetti”: sp, pa, ag, gh, he, et, tt, ti
            
         

         
         	Bigrams for “spaghety”: sp, pa, ag, gh, he, et, ty
            
         

         
      

      
      You can see that six of the tokens overlap, so words with “spaghetti” in them would still be matched when the query contained
         “spaghety.” Keep in mind that this means that more words that you may not intend match the original “spaghetti” word, so always
         make sure to test your query relevancy!
      

      
      Another useful thing ngrams do is allow you to analyze text when you don’t know the language beforehand or when you have languages
         that combine words in a different manner than other European languages. This also has an advantage in being able to handle
         multiple languages with a single analyzer, rather than having to specify different analyzers or using different fields for
         documents in different languages.
      

      
      
      
      5.5.5. Edge ngrams
      

      
      A variant to the regular ngram splitting called edge ngrams builds up ngrams only from the front edge. In the “spaghetti”
         example, if you set the min_gram setting to 2 and the max_gram setting to 6, you’d get the following tokens:
      

      
      sp, spa, spag, spagh, spaghe

      
      You can see that each token is built from the edge. This can be helpful for searching for words sharing the same prefix without
         actually performing a prefix query. If you need to build ngrams from the back of a word, you can use the side property to
         take the edge from the back instead of the default front.
      

      
      
      
      5.5.6. Ngram settings
      

      
      Ngrams turn out to be a great way to analyze text when you don’t know what the language is because they can analyze languages
         that don’t have spaces between words. An example of configuring an edge ngram analyzer with min and max grams would look like
         the following listing.
      

      
      Listing 5.5. Ngram analysis
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      5.5.7. Shingles
      

      
      Along the same lines as ngrams and edge ngrams, there is a filter known as the shingles filter (no, not the disease!). The shingles token filter is basically ngrams at the token level instead of the character
         level.
      

      
      Think of our favorite word, “spaghetti.” Using ngrams with a min and max set to 1 and 3, Elasticsearch will generate the tokens s, sp, spa, p, pa, pag, a, ag, and so on. A shingle filter does this at the token level instead, so if you had the text “foo bar baz” and used, again, a min_shingle_size of 2 and a max_shingle_size of 3, you’d generate the following tokens:
      

      
      foo, foo bar, foo bar baz, bar, bar baz, baz

      
      Why is the single-token output still included? This is because by default the shingles filter includes the original tokens, so the original tokenizer produces the tokens foo, bar, and baz, which are then passed to the shingles token filter, which generates the tokens foo bar, foo bar baz, and bar baz. All of these tokens are combined to form the final token stream. You can disable this behavior by setting the output_unigrams option to false.
      

      
      The next listing shows an example of a shingles token filter; note that the min_shingle_size option must be larger than or equal to 2.
      

      
      Listing 5.6. Shingle token filter example
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      5.6. Stemming
      

      
      Stemming is the act of reducing a word to its base or root word. This is extremely handy when searching because it means you’re able
         to match things like the plural of a word as well as words sharing the root or stem of the word (hence the name stemming). Let’s look at a concrete example. If the word is “administrations,” the root of the word is “administr.” This allows you
         to match all of the other roots for this word, like “administrator,” “administration,” and “administrate.” Stemming is a powerful
         way of making your searches more flexible than rigid exact matching.
      

      
      
      5.6.1. Algorithmic stemming
      

      
      Algorithmic stemming is applied by using a formula or set of rules for each token in order to stem it. Elasticsearch currently
         offers three different algorithmic stemmers: the snowball filter, the porter stem filter, and the kstem filter. They behave in almost the same way but have some slight differences in how aggressive they are with regard to stemming.
         By aggressive we mean that the more aggressive stemmers chop off more of the word than the less aggressive stemmers. Table 5.1 shows a comparison of the different algorithmic stemmers.
      

      
      Table 5.1. Comparing stemming of snowball, porter stem, and kstem

      
         
            
            
            
            
         
         
            
               	
                  stemmer

               
               	
                  administrations

               
               	
                  administrators

               
               	
                  Administrate

               
            

         
         
            
               	snowball
               	administr
               	administr
               	Administer
            

            
               	porter_stem
               	administr
               	administr
               	Administer
            

            
               	kstem
               	administration
               	administrator
               	Administrate
            

         
      

      
      To see how a stemmer stems a word, you can specify it as a token filter with the analyze API:

      
      curl -XPOST 'localhost:9200/_analyze?tokenizer=standard&filters=kstem' -d
'administrators'

      
      Use either snowball, porter_stem, or kstem for the filter to test it out.
      

      
      As an alternative to algorithmic stemming, you can stem using a dictionary, which is a one-to-one mapping of the original
         word to its stem.
      

      
      
      
      
      5.6.2. Stemming with dictionaries
      

      
      Sometimes algorithmic stemmers can stem words in a strange way because they don’t know any of the underlying language. Because
         of this, there’s a more accurate way to stem words that uses a dictionary of words. In Elasticsearch you can use the hunspell token filter, combined with a dictionary, to handle the stemming. Because of this, the quality of the stemming is directly
         related to the quality of the dictionary that you use. The stemmer will only be able to stem words it has in the dictionary.
      

      
      When creating a hunspell analyzer, the dictionary files should be in a directory called hunspell in the same directory as
         elasticsearch.yml. Inside the hunspell directory dictionary for each language should be a folder named after its associated
         locale. Here’s how to create an index with a hunspell analyzer:
      

      
      % curl -XPOST 'localhost:9200/hspell' -d'{
    "analysis" : {
        "analyzer" : {
            "hunAnalyzer" : {
                "tokenizer" : "standard",
                "filter" : [ "lowercase", "hunFilter" ]
            }
        },
        "filter" : {
            "hunFilter" : {
                "type" : "hunspell",
                "locale" : "en_US",
                "dedup" : true
            }
        }
    }
}

      
      The hunspell dictionary files should be inside <es-config-dir>/hunspell/en_US (replace <es-config-dir> with the location of
         your Elasticsearch configuration directory). The en_US folder is used because this hunspell analyzer is for the English language
         and corresponds to the locale setting in the previous example. You can also change where Elasticsearch looks for hunspell dictionaries by setting the indices.analysis .hunspell.dictionary.location setting in elasticsearch.yml. To test that your analyzer is working correctly, you can use the analyze API again:
      

      
      % curl -XPOST 'localhost:9200/hspell/_analyze?analyzer=hunAnalyzer' -
d'administrations'

      
      
      
      5.6.3. Overriding the stemming from a token filter
      

      
      Sometimes you may not want to have words stemmed because either the stemmer treats them incorrectly or you want to do exact
         matches on a particular word. You can accomplish this by placing a keyword marker token filter before the stemming filter in the chain of token filters. In this keyword marker token filter, you can specify
         either a list of words or a file with a list of words that shouldn’t be stemmed.
      

      
      Other than preventing a word from being stemmed, it may be useful for you to manually specify a list of rules to be used for
         stemming words. You can achieve this with the stemmer override token filter, which allows you to specify rules like cats => cat to be applied. If the stemmer override finds a rule and applies it to a word, that word can’t be stemmed by any other stemmer.
      

      
      Keep in mind that both of these token filters must be placed before any other stemming filters because they’ll protect the
         term from having stemming applied by any other token filters later in the chain.
      

      
      
      
      
      5.7. Summary
      

      
      You should now understand how Elasticsearch breaks apart a field’s text before indexing or querying. Text is broken into different
         tokens, and then filters are applied to create, delete, or modify these tokens:
      

      
      

      
         
         	Analysis is the process of making tokens out of the text in fields of your documents. The same process is applied to your
            search string in queries such as the match query. A document matches when its tokens match tokens from the search string.
            
         

         
         	Each field is assigned an analyzer through the mapping. That analyzer can be defined in your Elasticsearch configuration or
            index settings, or it could be a default analyzer.
            
         

         
         	Analyzers are processing chains made up by a tokenizer, which can be preceded by one or more char filters and succeeded by
            one or more token filters.
            
         

         
         	Char filters are used to process strings before passing them to the tokenizer. For example, you can use the mapping char filter
            to change “&” to “and.”
            
         

         
         	Tokenizers are used for breaking strings into multiple tokens. For example, the whitespace tokenizer can be used to make a
            token out of each word delimited by a space.
            
         

         
         	Token filters are used to process tokens coming from the tokenizer. For example, you can use stemming to reduce a word to
            its root and make your searches work across both plural and singular versions of that word.
            
         

         
         	Ngram token filters make tokens out of portions of words. For example, you can make a token out of every two consecutive letters.
            This is useful when you want your searches to work even if the search string contains typos.
            
         

         
         	Edge ngrams are like ngrams, but they work only from the beginning or the end of the word. For example, you can take “event”
            and make e, ev, and eve tokens.
            
         

         
         	Shingles are like ngrams at the phrase level. For example, you can generate terms out of every two consecutive words from
            a phrase. This is useful when you want to boost the relevance of multiple-word matches, like in the short description of a
            product. We’ll talk more about relevancy in the next chapter.
            
         

         
      

      
      
      
      
      
      
      


Chapter 6. Searching with relevancy
      

      
      This chapter covers

      
      

      
         
         	How scoring works inside Lucene and Elasticsearch
            
         

         
         	Boosting the score of a particular query or field
            
         

         
         	Understanding term frequency, inverse document frequency, and relevancy scores with the explain API
            
         

         
         	Reducing the impact of scoring by rescoring a subset of documents
            
         

         
         	Gaining ultimate power over scoring using the function_score query
            
         

         
         	The field data cache and how it affects Elasticsearch instances
            
         

         
      

      
      In the world of free text, being able match a document to a query is a feature touted by many different storage and search
         engines. What really makes an Elasticsearch query different from doing a SELECT * FROM users WHERE name LIKE 'bob%' is the ability to assign a relevancy, also known as a score, to a document. From this score you know how relevant the document is to the original query.
      

      
      When users type a query into a search box on a website, they expect to find not only results matching their query but also
         those results ranked based on how closely they match the query’s criteria. As it turns out, Elasticsearch is quite flexible
         when it comes to determining the relevancy of a document, and there are a lot of ways to customize your searches to provide
         more relevant results.
      

      
      Don’t fret if you find yourself in a position where you don’t particularly care about how well a document matches a query
         but only that it does or does not match. This chapter also deals with some flexible ways to filter out documents, and it’s
         important to understand the field data cache, which is the in-memory cache where Elasticsearch stores the values of the fields
         from documents in the index when it comes to sorting, scripting, or aggregating on the values inside these fields.
      

      
      We’ll start the chapter by talking about the scoring Elasticsearch does, as well as an alternative to the default scoring
         algorithm, move on to affecting the scoring directly using boosting, and then talk about understanding how the score was computed
         using the explain API. After that we’ll cover how to reduce the impact of scoring using query rescoring, extending queries
         to have ultimate control over the scoring with the function score query, and custom sorting using a script. Finally, we’ll
         talk about the in-memory field data cache, how it affects and impacts your queries, and an alternative to it called doc values.
      

      
      Before we get to the field data cache, though, let’s start at the beginning with how Elasticsearch calculates the score for
         documents.
      

      
      
      6.1. How scoring works in Elasticsearch
      

      
      Although it may make sense to first think about documents matching queries in a binary sense, meaning either “Yes, it matches”
         or “No, it doesn’t match,” it makes much more sense to think about documents matching in a relevancy sense. Whereas before you could speak of a document either matching or not matching (the binary method), it’s more accurate
         to be able to say that document A is a better match for a query than document B. For example, when you use your favorite search
         engine to search for “elasticsearch,” it’s not enough to say that a particular page contains the term and therefore matches;
         instead, you want the results to be ranked according to the best and most relevant results.
      

      
      The process of determining how relevant a document is to a query is called scoring, and although it isn’t necessary to understand exactly how Elasticsearch calculates the score of a document in order to use
         Elasticsearch, it’s quite useful.
      

      
      
      6.1.1. How scoring documents works
      

      
      Scoring in Lucene (and by extension, Elasticsearch) is a formula that takes the document in question and uses a few different
         pieces to determine the score for that document. We’ll first cover each piece and then combine them in the formula to better
         explain the overall scoring. As we mentioned previously, we want documents that are more relevant to be returned first, and in Lucene and Elasticsearch this relevancy is called the score.
      

      
      To begin calculating the score, Elasticsearch uses the frequency of the term being searched for as well as how common the
         term is to influence the score. A short explanation is that the more times a term occurs in a document, the more relevant
         it is. But the more times the term appears across all the documents, the less relevant that term is. This is called TF-IDF
         (TF = term frequency, IDF = inverse document frequency), and we’ll talk about each of these types of frequency in more detail
         now.
      

      
      
      
      6.1.2. Term frequency
      

      
      The first way to think of scoring a document is to look at how often a term occurs in the text. For example, if you were searching
         for get-togethers in your area that are about Elasticsearch, you would want the groups that mention Elasticsearch more frequently
         to show up first. Consider the following text snippets, shown in figure 6.1.
      

      
      
      
      Figure 6.1. Term frequency is how many times a term appears in a document.
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      The first sentence mentions Elasticsearch a single time, and the second mentions Elasticsearch twice, so a document containing
         the second sentence should have a higher score than a document containing the first. If we were to speak in absolute numbers,
         the first sentence would have a term frequency (TF) of 1, and the second sentence would have a term frequency of 2.
      

      
      
      
      6.1.3. Inverse document frequency
      

      
      Slightly more complicated than the term frequency for a document is the inverse document frequency (IDF). What this fancy-sounding description means is that a token (usually a word, but not always) is less important the
         more times it occurs across all of the documents in the index. This is easiest to explain with a few examples. Consider the
         three documents shown in figure 6.2.
      

      
      
      
      Figure 6.2. Inverse document frequency checks to see if a term occurs in a document, not how often it occurs.
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      In the three documents in the figure, note the following:
      

      
      

      
         
         	The term “Elasticsearch” has a document frequency of 2 (because it occurs in two documents). The inverse part of the document
            frequency comes from the score being multiplied by 1/DF, where DF is the document frequency of the term. This means that because
            the term has a higher document frequency, its weight decreases.
            
         

         
         	The term “the” has a document frequency of 3 because it occurs in all three documents. Note that the frequency of “the” is
            still 3, even though “the” occurs twice in the last document, because the inverse document frequency only checks for a term occurring in the document, not how often it occurs in the document;
            that’s the job of the term frequency!
            
         

         
      

      
      Inverse document frequency is an important factor in balancing out the frequency of a term. For instance, consider a user
         who searches for the term “the score”; the word the is likely to be in almost all regular English text, so if it were not balanced out, the frequency of it would totally overwhelm
         the frequency of the word score. The IDF balances the relevancy impact of common words like the, so the actual relevancy score gives a more accurate sense of the query’s terms.
      

      
      Once the TF and the IDF have been calculated, you’re ready to calculate the score of a document using the TF-IDF formula.

      
      
      
      6.1.4. Lucene’s scoring formula
      

      
      Lucene’s default scoring formula, known as TF-IDF, as discussed in the previous section, is based on both the term frequency
         and the inverse document frequency of a term. First let’s look at the formula, shown in figure 6.3, and then we’ll tackle each part individually.
      

      
      
      
      Figure 6.3. Lucene’s scoring formula for a score given a query and document
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      Reading this in human English, we would say “The score for a given query q and document d is the sum (for each term t in the
         query) of the square root of the term frequency of the term in document d, times the inverse document frequency of the term
         squared, times the normalization factor for the field in the document, times the boost for the term.”
      

      
      Whew, that’s a mouthful! Don’t worry; you don’t need to have this formula memorized to use Elasticsearch. We’re providing
         it here so you can understand how the formula is computed. The important part is to understand how the term frequency and
         the inverse document frequency of a term affect the score of the document and how they’re integral in determining the score
         for a document in an Elasticsearch index.
      

      
      The higher the term frequency, the higher the score; similarly, the inverse document frequency is higher the rarer a term
         is in the index. Although we’re now finished with TF-IDF, we’re not finished with the default scoring function of Lucene.
         Two things are missing: the coordination factor and the query normalization. The coordination factor takes into account how
         many documents were searched and how many terms were found. The query norm is an attempt to make the results of queries comparable.
         It turns out that this is difficult, and in reality you shouldn’t compare scores among different queries. This default scoring
         method is a combination of the TF-IDF and the vector space model.
      

      
      If you’re interested in learning more about this, we recommend checking out the Javadocs for the org.apache.lucene.search.similarities.TFIDFSimilarity Java class in the Lucene documentation.
      

      
      
      
      
      6.2. Other scoring methods
      

      
      Although the practical scoring model from the previous section, a combination of TF-IDF and the vector space model, is arguably
         the most popular scoring mechanism for Elasticsearch and Lucene, that doesn’t mean it’s the only model. From now on we’ll
         call the default scoring model TF-IDF, though we mean the practical scoring model based on TF-IDF. Other models include the
         following:
      

      
      

      
         
         	Okapi BM25
            
         

         
         	Divergence from randomness, or DFR similarity
            
         

         
         	Information based, or IB similarity
            
         

         
         	LM Dirichlet similarity
            
         

         
         	LM Jelinek Mercer similarity
            
         

         
      

      
      We’ll briefly cover one of the most popular alternative options here (BM25) and how to configure Elasticsearch to use it.
         When we talk about scoring methods, we’re talking about changing the similarity module inside Elasticsearch.
      

      
      Before we talk about the alternate scoring method to TF-IDF (known as BM25, a probabilistic scoring framework), let’s talk
         about how to configure Elasticsearch to use it. There are two different ways to specify the similarity for a field; the first
         is to change the similarity parameter in a field’s mapping, as shown in the following listing.
      

      
      
      
      Listing 6.1. Changing the similarity parameter in a field’s mapping
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      The second way to configure Elasticsearch to use an alternate scoring method is an extension of specifying it in the field’s
         mapping. The similarity is defined in the settings, similarly to how an analyzer is, and then referenced in the mappings for
         a field by name. This approach allows you to configure the settings for a similarity algorithm. The next listing shows an
         example of configuring advanced settings for the BM25 similarity and using that scoring algorithm for a field in the mappings.
      

      
      Listing 6.2. Configuring advanced settings for BM25 similarity
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      Additionally, if you’ve decided you want to always use a particular scoring method, you can configure it globally by adding
         the following setting to your elasticsearch.yml configuration file:
      

      
      index.similarity.default.type: BM25

      
      Great! Now that you’ve seen how to specify an alternative similarity, let’s talk about this alternate similarity and how it
         differs from TF-IDF.
      

      
      
      
      6.2.1. Okapi BM25
      

      
      Okapi BM25 is probably the second most popular scoring method behind TF-IDF for Lucene and is a probabilistic relevance algorithm,
         which means the score can be thought of as the probability that a given document matches the query. BM25 is also reputed to
         be better for shorter fields, though you should always test to ensure it remains true for your dataset! BM25 maps each document
         into an array of values corresponding to each term in the dictionary and uses a probabilistic model to determine the document’s
         ranking.
      

      
      While discussing the full scoring formula for BM25 is beyond the scope of this book, you can read more about how BM25 is implemented
         in Lucene at http://arxiv.org/pdf/0911.5046.pdf.
      

      
      BM25 has three main settings—k1, b, and discount_overlaps:
      

      
      

      
         
         	k1 and b are numeric settings used to tweak how the scoring is calculated.
            
         

         
         	k1 controls how important term frequency is to the score (how often the term occurs in the document, or TF from earlier in this
            chapter).
            
         

         
         	b is a number between 0 and 1 that controls what degrees of impact the length of the document has on the score.
            
         

         
         	k1 is set to 1.2 and b is set to 0.75 by default.
            
         

         
         	The discount_overlaps setting can be used to tell Elasticsearch that multiple tokens occurring at the same position within a field should or should
            not influence how the length is normalized. It defaults to true.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Testing your scoring
         
         Keep in mind that if you do tweak these settings, you need to be sure to have a good testing infrastructure with which to
            judge changes in the ranking and scoring of your documents. It makes no sense at all to change relevancy algorithm settings
            without a way to evaluate your changes in a reproducible manner; anything less is just guessing!
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Now that you’ve seen the default TF-IDF scoring formula as well as an alternative, BM25, let’s talk about how you can influence
         the scoring of documents in a more fine-grained manner, with boosting.
      

      
      
      
      
      6.3. Boosting
      

      
      Boosting is the process by which you can modify the relevance of a document. There are two different types of boosting. You can boost
         a document while you are indexing it or when you query for the document. Because changing the boosting of a document at index
         time stores data in the index, and the only way to change that boosting value is to re-index the document, we definitely recommend
         you use the query-time boosting because it’s the most flexible and allows you to change your mind about what fields or terms
         are important without having to re-index your data.
      

      
      Let’s take the example from the get-together index. In the example, if you’re searching for a group, it makes sense that matching
         a group’s title is more important than matching the description of the group. Take the Elasticsearch Berlin group. The title
         contains only the most important information that the group is focused on, Elasticsearch in the Berlin area, versus the description
         of the group, which may contain many more terms. The title of a group should have more weight than the description, and to
         accomplish this, you’ll use boosting.
      

      
      Before you start, though, it’s important to mention that boost numbers are not exact multipliers. This means that the boost
         value is normalized when computing the scores. For example, if you specify a boost of 10 for every single field, it will end
         up normalized to 1 for every field, meaning no boost is applied. You should think of boost numbers as relative; boosting the name field by 3 means that the name field is roughly three times as important as the other fields.
      

      
      
      6.3.1. Boosting at index time
      

      
      As we mentioned, in addition to boosting a document during a query, you can also boost it at index time. Even though we don’t
         recommend this type of boosting, as you’ll see shortly, it can still be useful in some cases, so let’s talk about how to set
         it up.
      

      
      When doing this type of boosting, you need to specify the mapping for your field with the boost parameter. For example, to boost the name field for the group type, you’d create an index with mappings that look like those in the next listing.
      

      
      
      
      Listing 6.3. Boosting the name field in the group type at index time
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      After specifying this mapping for the index, any document that’s indexed automatically has a boost applied to the terms in
         the name field (stored with the document in the Lucene index). Again, remember that this boost value is fixed, which means if you decide you want to change it, you’ll need to re-index.
      

      
      Another reason to not do index-time boosting is that boost values are stored as low-precision values in Lucene’s internal
         index structure; only a single byte is used to store the floating-point number, so it’s possible to lose precision when calculating
         the final score of a document.
      

      
      The final reason to not use index-time boosting is that the boost is applied to all terms. Therefore, matching multiple terms
         in the boosted field implies a multiplied boost, increasing the weight for the field even more.
      

      
      Because of these issues with boosting at index time, it’s much better to boost when performing the queries, as you’ll see
         next.
      

      
      
      
      6.3.2. Boosting at query time
      

      
      There are quite a few ways to perform boosting when searching. If you’re using the basic match, multi_match, simple_query_string, or query_string queries, you control the boost either on a per-term or per-field basis. Almost all of Elasticsearch’s query types support
         boosting. If this isn’t flexible enough, you can control the boosting in a more fine-grained manner with the function_score query, which we’ll cover a little later in the chapter.
      

      
      With the match query, you can boost the query by using the additional boost parameter, as shown in the next listing. Boosting the query means that each found term in the configured field you query
         for gets a boost.
      

      
      
      
      Listing 6.4. Query-time boosting using the match query
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      This also works for other queries that Elasticsearch provides, such as the term query, prefix query, and so on. In the previous example, notice that a boost was added only to the first match query. Now the first match query has a bigger impact on the final score than the second match query. It only makes sense to boost a query when you’re
         combining multiple queries using the bool or and/or/not queries.
      

      
      
      
      
      6.3.3. Queries spanning multiple fields
      

      
      For queries that span multiple fields, such as the multi_match query, you also have access to an alternative syntax. You can specify the boost for the entire multi_match, similar to the match query with the boost parameter you’ve already seen, as shown in the next listing.
      

      
      
      
      Listing 6.5. Specify a boost for the entire multi_match query
      

      
      curl -XPOST 'localhost:9200/get-together/_search?pretty' -d'{
  "query": {
    "multi_match": {
      "query": "elasticsearch big data",
      "fields": ["name", "description"],
      "boost": 2.5
    }
  }
}'

      
      
      Or you can specify a boost for only particular fields by using a special syntax. By appending the field name with a caret
         (^) and the boost value, you tell Elasticsearch to boost only that field. The following listing shows an example of the previous
         query, but instead of boosting the entire query, you boost only the name field.
      

      
      
      
      Listing 6.6. Boosting on the name field only
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      In the query_string query, you can boost individual terms using a special syntax, appending the term with a caret (^) and the boost value. An example searching for “elasticsearch” and “big data” and boosting “elasticsearch” by 3 would look
         like the next listing.
      

      
      
      
      Listing 6.7. Boosting individual terms in query_string queries
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      As we mentioned before, keep in mind when boosting either fields or terms that a boost is a relative value and not an absolute
         multiplier. If you boost all of the terms you’re searching for by the same amount, it’s the same as though you boosted none
         of them because Lucene normalizes the boost values. Remember that boosting a field by 4 doesn’t automatically mean that the
         score for that field will be multiplied by 4, so don’t worry if the score isn’t an exact multiplication.
      

      
      Because boosting during query time is highly flexible, play around with it! Don’t be afraid to experiment with the dataset
         until you get the desired relevancy from your results. Changing the boosting is as easy as adjusting a number in the query
         you send to Elasticsearch.
      

      
      
      
      
      6.4. Understanding how a document was scored with explain
      

      
      Before we go much further into customizing the scoring of documents, we should cover how you can break down the scoring of
         a document on a result-by-result basis, with the actual numbers Lucene is using under the hood. This is helpful in understanding
         why one document matches a query better than another from Elasticsearch’s perspective.
      

      
      This is called explaining the score, and you can tell Elasticsearch to do it by specifying the explain=true flag, either on the URL when sending the request or by setting the explain flag to true in the body of the request itself. This can be useful in explaining why a document was scored a particular way, but it has
         another use: explaining why a document didn’t match a query. This turns out to be useful if you expect a document to match
         a query but it isn’t returned in the results.
      

      
      Before we get to that, though, let’s take a look at an example of explaining the results of a query in the next listing.

      
      
      
      
      Listing 6.8. Setting the explain flag in the request body
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      You can see in this listing how to add the explain parameter. This, in turn, produces verbose output. Let’s take a look at the first result returned from this request:
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      The added part of this response is the new _explanation key, which contains a breakdown of each of the different parts of the score. In this case, you’re searching the description
         for “elasticsearch,” and the term “elasticsearch” occurs once in the description of the document, so the term frequency (TF)
         for that term is 1.
      

      
      Likewise, the inverse document frequency (IDF) explanation shows that the term “elasticsearch” occurs in 6 out of the 12 documents
         in this index. Finally, you can also see the normalization for this field, which Lucene uses internally. These scores multiplied
         together determine the final score:
      

      
      1.0 x 1.5389965 x 0.3125 = 0.4809364.

      
      Keep in mind that this is only a simple example with a single query term, and we looked only at the explanation for a single
         document. The explanation can be extremely verbose and much more difficult to understand when used for more complex queries.
         It’s also important to mention that using the explain feature adds additional overhead to Elasticsearch when querying, so make sure you use it only to debug a query, rather than
         specifying it with every request by default.
      

      
      
      6.4.1. Explaining why a document did not match
      

      
      We mentioned earlier that explain has another use. Just as you can get an explanation of how the score was calculated for a particular matching document, you
         can also use the special explain API to tell why a document did not match a query.
      

      
      But in this case, because you can’t simply add the explain parameter, there’s a different API to use it, as shown in the next listing.
      

      
      
      
      Listing 6.9. Explain API to discover why a document didn’t match a query
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      In this example, because the term “elasticsearch” doesn’t occur in the description field for this document, the explanation is a simple “no matching term.” You can also use this API to get the score of a
         single document if you know the document’s ID.
      

      
      Armed with this tool, which allows you to determine how documents are scored, experiment. Play around. Don’t be afraid to
         use the tools in this book to modify your scoring.
      

      
      Next, before we get into more meat about tweaking the score, we’ll talk about the impact of scoring and what you can do if
         you find that scoring is taking too long.
      

      
      
      
      
      6.5. Reducing scoring impact with query rescoring
      

      
      Something we haven’t talked about yet is the impact of scoring on the speed of the system. In most regular querying, computing
         the score of a document requires a small amount of overhead. This is because TF-IDF has been heavily optimized by the Lucene team to be efficient.
      

      
      In some cases, however, scoring can be more resource-intensive:

      
      

      
         
         	Scoring with a script runs a script to calculate the score for each document in the index
            
         

         
         	Doing a phrase query searches for words within a certain distance from each other, with a large slop (discussed in section 4.2.1)
            
         

         
      

      
      In those cases, you may want to lessen the impact of the scoring algorithm running on millions or billions of documents.

      
      To address this, Elasticsearch has a feature called rescoring. Rescoring means that an initial query is performed, and then a second round of scoring is computed on the results that are returned;
         hence the name. This means that for a potentially expensive query that uses a script, you can execute it on only the top 1,000
         hits retrieved, using a much cheaper match query. Let’s look at an example of using rescore in the next listing.
      

      
      
      
      Listing 6.10. Using rescore to score a subset of matching documents
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      In this example you search for all the documents that have “elasticsearch” in the title and then take the top 20 results and
         rescore them, using a phrase query with a high level of slop. Even though a phrase query with a high slop value can be expensive to run, you don’t have to worry, because the query will run on only the top
         20 documents instead of potentially millions or billions of documents. You can use the query_weight and rescore_query_weight parameters to weigh each of the different queries, depending on how much you want the score to be determined by the initial
         query and the rescore query. You can use multiple rescore queries in sequence, each one taking the previous one as the input.
      

      
      
      
      6.6. Custom scoring with function_score
      

      
      Finally, we come to one of the coolest queries that Elasticsearch has to offer: function_score. The function_score query allows you to take control over the relevancy of your results in a fine-grained manner by specifying any number of
         arbitrary functions to be applied to the score of the documents matching an initial query.
      

      
      Each function in this case is a small snippet of JSON that influences the score in some way. Sound confusing? Well, we’ll clear it up by
         the end of this section. We’ll start with the basic structure of the function_score query; the next listing an example that doesn’t perform any fancy scoring.
      

      
      
      
      Listing 6.11. Function_score query basic structure
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      Simple enough—it looks just like a regular match query inside a function_score wrapper. There’s a new key, functions, that’s currently empty, but don’t worry about that yet; you’ll put things into that array in just a second. This listing
         is intended to show that the results of this query are going to be the documents that the function_score functions operate on. For example, if you have 30 total documents in the index and the match query for “elasticsearch” in the description field matches 25 of them, the functions inside the array will be applied to those 25 documents.
      

      
      The function_score query has a number of different functions, and in addition to the original query, each function can take another filter element.
         You’ll see examples of this as we go into the details about each function in the next sections.
      

      
      
      6.6.1. weight
      

      
      The weight function is the simplest of the bunch; it multiplies the score by a constant number. Note that instead of a regular boost field, which increases the score by a value that gets normalized, weight really does multiply the score by the value.
      

      
      In the previous example, you’re already matching all of the documents that have “elasticsearch” in the description, so you’ll
         boost documents that contain “hadoop” in the description as well in the next listing.
      

      
      
      
      Listing 6.12. Using weight function to boost documents containing “hadoop”
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      The only change to the example was adding the following snippet to the functions array:
      

      
      {
 "weight": 1.5,
 "filter": {"term": {"description": "hadoop"}}
}

      
      This means that documents that match the term query for “hadoop” in the description will have their score multiplied by 1.5.

      
      You can have as many of these as you’d like. For example, to also increase the score of get-together groups that mention “logstash,”
         you could specify two different weight functions, as in the following listing.
      

      
      
      
      
      Listing 6.13. Specifying two weight functions
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      6.6.2. Combining scores
      

      
      Let’s talk about how these scores get combined. There are two different factors we need to discuss when talking about scores:
      

      
      

      
         
         	How the scores from each of the individual functions should be combined, called the score_mode
            
         

         
         	How the score of the functions should be combined with the original query score (searching for “elasticsearch” in the description
            in our example), known as boost_mode
            
         

         
      

      
      The first factor, known as the score_mode parameter, deals with how each of the different functions’ scores are combined. In the previous cURL request you have two
         functions: one with a weight of 2, the other with a weight of 3. You can set the score_mode parameter to multiply, sum, avg, first, max, or min. If not specified, the scores from each function will be multiplied together.
      

      
      If first is specified, only the first function with a matching filter will have its score taken into account. For example, if you
         set score_mode to first and had a document with both “hadoop” and “logstash” in the description, only a boost factor of 2 would be applied, because
         that’s the first function that matches the document.
      

      
      The second score-combining setting, known as boost_mode, controls how the score of the original query is combined with the scores of the functions themselves. If not specified,
         the new score will be the original query score and the combined function’s score multiplied together. You can change this
         to sum, avg, max, min, or replace. Setting this to replace means that the original query’s score is replaced by the score of the functions.
      

      
      Armed with these settings, you can tackle the next function score function, which is used for modifying the score based on
         a field’s value. The functions we’ll cover are field_value_factor, script_score, and random_score, as well as the three decay functions: linear, gauss, and exp. We’ll start with the field_value_factor function.
      

      
      
      
      6.6.3. field_value_factor
      

      
      Modifying the score based on other queries is quite useful, but a lot of people want to use the data inside their documents
         to influence the score of a document. In this example, you might want to use the number of reviews an event has received to
         increase the score for that event; this is possible to do by using the field_value_factor function inside a function_score query.
      

      
      The field_value_factor function takes the name of a field containing a numeric field, optionally multiplies it by a constant number, and then finally
         applies a math function such as taking the logarithm of the value. Look at the example in the next listing.
      

      
      
      
      Listing 6.14. Using field_value_factor inside a function_score query
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      The score that comes out of the field_value_factor function here will be
      

      
      ln(2.5 * doc['reviews'].value)

      
      For a document with a value of 7 in the reviews field, the score would be
      

      
      ln(2.5 * 7) -> ln(17.5) -> 2.86

      
      Besides ln there are other modifiers: none (default), log, log1p, log2p, ln1p, ln2p, square, sqrt, and reciprocal. One more thing to remember when using field_ value_factor: it loads all the values of whichever field you’ve specified into memory, so the scores can be calculated quickly; this is
         part of the field data, which we’ll discuss in section 6.10. But before we talk about that, we’ll cover another function, which can give you finer-grained control over influencing the
         score by specifying a custom script.
      

      
      
      
      6.6.4. Script
      

      
      Script scoring gives you complete control over how to change the score. You can perform any sort of scoring inside a script.

      
      As a brief refresher, scripts are written in the Groovy language, and you can access the original score of the document by
         using _score inside a script. You can access the values of a document using doc['fieldname']. An example of scoring using a slightly more complex script is shown in the next listing.
      

      
      
      
      Listing 6.15. Scoring using a complex script
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      In this example, you’re using the size of the attendee list to influence the score by multiplying it by a weight and taking
         the logarithm of it.
      

      
      Scripting is extremely powerful because you can do anything you’d like inside it, but keep in mind that scripts will be much
         slower than regular scoring because they must be executed dynamically for each document that matches your query. When using
         the parameterized script as in listing 6.15, caching the script helps performance.
      

      
      
      
      6.6.5. random
      

      
      The random_score function gives you the ability to assign random scores to your documents. The advantage of being able to sort documents randomly
         is the ability to introduce a bit of variation into the first page of results. When searching for get-togethers, sometimes
         it is nice to not always see the same result at the top.
      

      
      You can also optionally specify a seed, which is a number passed with the query that will be used to generate the randomness with the function; this lets you sort
         documents in a random manner, but by using the same random seed, the results will be sorted the same way if the same request
         is performed again. That’s the only option it supports, so that makes this a simple function.
      

      
      The next listing shows an example of using it to sort get-togethers randomly.

      
      
      

      
      
      Listing 6.16. Using random_score function to sort documents randomly
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      Don’t worry if this doesn’t seem useful yet. Once we’ve covered all of the different functions, we’ll come up with an example
         that ties them all together at the end of this section. Before we do that, though, there’s one more set of functions we need
         to discuss: decay functions.
      

      
      
      
      6.6.6. Decay functions
      

      
      The last set of functions for function_score is the decay functions. They allow you to apply a gradual decay in the score of a document based on some field. There are
         a number of ways this can be useful. For example, you may want to make get-togethers that occurred more recently have a higher
         score, with the score gradually tapering off as the get-togethers get older. Another example is with geolocation data; using
         the decay functions, you can increase the score of results that are closer to a geo point (a user’s location, for example)
         and decrease the score the farther the group is from the point.
      

      
      There are three types of decay functions: linear, gauss, and exp. Each decay function follows the same sort of syntax:
      

      
      {
 "TYPE": {
   "origin": "...",
   "offset": "...",
   "scale": "...",
   "decay": "..."
 }
}

      
      The TYPE can be one of the three types. Each of the types corresponds to a differently shaped curve, shown in figures 6.4, 6.5, and 6.6.
      

      
      
      

      
      
      Figure 6.4. Linear curve—scores decrease from the origin at the same rate.
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      Figure 6.5. Gauss curve—scores decrease more slowly until the scale point is reached and then they decrease faster.
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      Figure 6.6. Exponential curve—scores drastically drop from the origin.
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      6.6.7. Configuration options
      

      
      The configuration options define what the curve will look like; there are four configuration options for each of the three
         decay curves:
      

      
      

      
         
         	The origin is the center point of the curve, so it’s the point where you’d like the score to be the highest. In the geo-distance example,
            the origin is most like a person’s current location. In other situations the origin can also be a date or a numeric field.
            
         

         
         	The offset is the distance away from the originating point, before the score starts to be reduced. In our example, if the offset is set to 1km, it means the score will not be reduced for points within one kilometer from the origin point. It defaults to 0, meaning that scores immediately start to decay as the numeric value moves away from the origin.
            
         

         
         	The scale and decay options go hand in hand; by setting them, you can say that at the scale value for a field, the score should be reduced to the decay. Sound confusing? It’s much simpler to think of it with actual values. If you set the scale to 5km and the decay to 0.25, it’s the same as saying “at 5 kilometers from my origin point, the score should be 0.25 times the score at the origin.”
            
         

         
      

      
      The next listing shows an example of Gaussian decay with the get-together data.

      
      
      
      
      Listing 6.17. Using Gaussian decay on the geo point location
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      Let’s look at what’s going on in this listing:
      

      
      

      
         
         	You use a match_all query, which will return all results.
            
         

         
         	Then you score each result using a Gaussian decay on the score.
            
         

         
         	The origin point is set in Boulder, Colorado, so the results that come back have the get-togethers in Boulder scored the highest,
            then results in Denver (a city near Boulder), and so on, as the different get-togethers get farther and farther away from
            the point of origin.
            
         

         
      

      
      
      
      
      6.7. Tying it back together
      

      
      We promised we’d show an example that used multiple functions, and we didn’t lie. The next listing shows a query for all of
         the get-together events, where
      

      
      

      
         
         	A particular term is weighted higher.
            
         

         
         	The reviews are taken into account.
            
         

         
         	Events with more attendees rank higher.
            
         

         
         	Events nearer to a geo point are boosted.
            
         

         
      

      
      Seeing the example will make more sense, so take a look at the next listing.

      
      Listing 6.18. Tying all the function_score functions together
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      In this example, the following occurs:
      

      
      

      
      
         1.  You start by matching all events in the index due to the match_all.
         

      

      
      
         2.  You then boost events that have the term “hadoop” in their description using the weight function.
         

      

      
      
         3.  Next, you use the number of reviews an event received to modify the score with the field_value_factor function.
         

      

      
      
         4.  Then you take the number of attendees into account using the script_score.
         

      

      
      
         5.  Finally, you make the score gradually decay as it gets farther from your origin point with the gauss decay.
         

      

      
      
      
      
      6.8. Sorting with scripts
      

      
      Along with modifying the score of a document with a script, Elasticsearch allows you to use a script to sort documents before
         they’re returned to you. This can be useful if you need to sort on a field that doesn’t exist as a field in the document.
      

      
      For example, imagine you’re searching for events about “elasticsearch” but you want to sort the groups by the number of people
         who attended; you can easily do this with the request shown in the following listing.
      

      
      
      

      
      
      Listing 6.19. Sorting documents with a script
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      You should notice that you will get back a field in each matching document that looks like "sort": [5.0, 0.28856182]; these are the values that Elasticsearch has used to sort the documents. Notice that the 5.0 is a number; that’s because you specified to Elasticsearch that the output of your script was a number (as opposed to a string).
         The second value in the sort array is the original score of the document because you specified it as the next sort field in
         case the numbers of attendees match for multiple documents.
      

      
      Although this is powerful, it’s much easier and faster to instead use the function _score query to influence the score of your document and sort by the _score instead of sorting using a custom script; that way all of your relevancy changes are in a single place (the query) instead
         of inside the sorting.
      

      
      Another option is to have the number of attendees as another numeric field in the document that’s indexed. That makes sorting
         or changing the score using a function a lot easier to do.
      

      
      Next, let’s take a little detour and talk about something that’s somewhat related to scripting but a little different: field
         data.
      

      
      
      
      6.9. Field data detour
      

      
      The inverted index is great when you want to look for a term and get back the matching documents. But when you need to sort
         on a field or return some aggregations, Elasticsearch needs to quickly figure out, for each matching document, the terms that
         will be used for sorting or aggregations.
      

      
      Inverted indices don’t perform well for such tasks, and this is where field data becomes useful. When we talk about field data, we’re talking about all of the unique values for a field. These values are loaded by Elasticsearch into memory. If you have three documents that look like these
      

      
      {"body": "quick brown fox"}
{"body": "fox brown fox"}
{"body": "slow turtle"}

      
      the terms that would get loaded into memory would be quick, brown, fox, slow, and turtle. Elasticsearch loads these in a compressed manner into the field data cache, which we’ll look at next.
      

      
      
      6.9.1. The field data cache
      

      
      The field data cache is an in-memory cache that Elasticsearch uses for a number of things. This cache is usually (but not always) built the first
         time the data is needed and then kept around to be used for various operations. This loading can take a lot of time and CPU
         if you have lots of data, slowing down that first search.
      

      
      This is where warmers, queries that Elasticsearch runs automatically to make sure internal caches are filled, can come in handy to preload data
         used for queries before it’s needed. We’ll discuss warmers more in chapter 10.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Why the field data cache is so necessary
         
         Elasticsearch needs this cache because a lot of comparison and analytic operations operate on a large amount of data, and
            the only way these operations can be accomplished in a reasonable amount of time is if the data is accessible in memory. Elasticsearch
            goes to great lengths to minimize the amount of memory that this cache takes up, but it still ends up being one of the largest
            users of heap space in the Java virtual machine.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Not only should you be aware of the memory used by the cache, but you should also be aware that the initial loading of this
         cache can take a nontrivial amount of time. You may notice this when performing aggregations and seeing that the first aggregation
         takes 2–3 seconds to complete, whereas subsequent aggregation requests return in 30 milliseconds.
      

      
      If this loading time becomes problematic, you can pay the price at index time and make Elasticsearch load the field data automatically
         when making a new segment available for search. To do this for a field you sort or aggregate on, you have to set fielddata.loading to eager in the mapping. By your setting this to eager, Elasticsearch won’t wait until the first search to load the field data but will do it as soon as it’s available to be loaded.
      

      
      For example, to make the verbatim tags of a get-together group (on which you run a terms aggregation to get the top 10 tags) eagerly loaded, you can have the mapping shown in the following listing.
      

      
      
      

      
      
      Listing 6.20. Eager loaded field data for the title field
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      6.9.2. What field data is used for
      

      
      As previously mentioned, field data is used for a number of things in Elasticsearch. Here are some of the uses of field data:
      

      
      

      
         
         	Sorting by a field
            
         

         
         	Aggregating on a field
            
         

         
         	Accessing the value of a field in a script with the doc['fieldname'] notation
            
         

         
         	Using the field_value_factor function in the function_score query
            
         

         
         	Using the decay functions in the function_score query
            
         

         
         	Returning fields from field data using fielddata_fields in a search request
            
         

         
         	Caching the IDs of a parent/child document relationship
            
         

         
      

      
      Probably the most common of these uses is sorting or aggregating on a field. For example, if you sort the get-together results
         by the organizer field, all of the unique values of that field must be loaded into memory in order for them to be efficiently compared to
         provide a sorting order.
      

      
      Right behind sorting on a field is aggregating on a field. When a terms aggregation is performed, Elasticsearch needs to be able to count each unique term, so those unique terms and their counts
         must be held in memory in order to generate these sorts of analytic results. Likewise in the case of a statistical aggregation,
         the numeric data for a field has to be loaded in order to calculate the resulting values.
      

      
      Not to fear, though; as I mentioned, although this may sound like a lot of data to load (and it certainly can be), Elasticsearch
         does its best to load the data in a compressed manner. That said, you do need to be aware of it, so let’s talk about how to
         manage field data in your cluster.
      

      
      
      
      6.9.3. Managing field data
      

      
      There are a few ways to manage field data in an Elasticsearch cluster. Now, what do we mean when we say “manage”? Well, managing field data means avoiding issues in the cluster where JVM garbage collection is taking a long time or so much memory is being loaded that you get an OutOfMemoryError; it would also be beneficial to avoid cache churn, so data isn’t constantly being loaded and unloaded from memory.
      

      
      We’re going to talk about three different ways to do such management:

      
      

      
         
         	Limiting the amount of memory used by field data
            
         

         
         	Using the field data circuit breaker
            
         

         
         	Bypassing memory altogether with doc values
            
         

         
      

      
      
      Limiting the amount of memory used by field data
      

      
      One of the easiest ways to make sure your data doesn’t take up too much space in memory is to limit the field data cache to
         a certain size. If you don’t specify this, Elasticsearch doesn’t limit the cache at all, and data isn’t automatically expired
         from the cache after a set time.
      

      
      There are two different options when it comes to limiting the field data cache: you can limit by a size amount, or you can
         set an expiration time after which the field data in the cache will be invalidated.
      

      
      To set these options, specify the following in your elasticsearch.yml file; these settings can’t be updated through the cluster
         update settings API and therefore require a restart when changed:
      

      
      indices.fielddata.cache.size: 400mb
indices.fielddata.cache.expire: 25m

      
      But when setting these, it makes more sense to set the indices.fielddata.cache.size option instead of the expire option. Why? Because when field data is loaded into the cache, it will stay there until the limit is reached, and then it
         will be evicted in a last-recently-used (LRU) manner. By setting just the size limit, you’re also removing only the oldest data from the cache once the limit has been reached.
      

      
      When setting the size, you can also use a relative size instead of an absolute, so instead of the 400mb from our example, you can specify 40% to use 40% of the JVM’s heap size for the field data cache. This can be useful if you have machines with differing amounts
         of physical memory but want to unify the elasticsearch.yml configuration file between them without specifying absolute values.
      

      
      
      
      Using the field data circuit breaker
      

      
      What happens if you don’t set the size of the cache? Well, in order to protect against loading too much data into memory,
         Elasticsearch has the concept of a circuit breaker, which monitors the amount of data being loaded into memory and “trips” if a certain limit is reached.
      

      
      In the case of field data, every time a request happens that would load field data (sorting on a field, for example), the
         circuit breaker estimates the amount of memory required for the data and checks whether loading it would exceed the maximum
         size. If it does exceed the size, an exception is returned and the operation is prevented.
      

      
      This has a number of benefits: when applying a limit to the field data cache, the size of field data can be calculated only
         after the data has been loaded into memory, so it’s possible to load too much data and run out of memory; the circuit breaker, on the other hand, estimates the size of the data
         before it’s loaded so as to avoid loading it if it would cause the system to run out of memory.
      

      
      Another benefit of this approach is that the circuit breaker limit can be dynamically adjusted while the node is running,
         whereas the size of the cache must be set in the configuration file and requires restarting the node to change. The circuit
         breaker is configured by default to limit the field data size to 60% of the JVM’s heap size. You can configure this by sending
         a request like this:
      

      
      curl -XPUT 'localhost:9200/_cluster/settings'
{
  "transient": {
    "indices.breaker.fielddata.limit": "350mb"
  }
}

      
      Again, this setting supports either an absolute value like 350mb or a percentage such as 45%. Once you’ve set this, you can see the limit and how much memory is currently tracked by the breaker with the Nodes Stats
         API, which we’ll talk about in chapter 11.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      As of version 1.4, there is also a request circuit breaker, which helps you make sure that other in-memory data structures
         generated by a request don’t cause an OutOfMemoryError by limiting them to a default of 40%. There’s also a parent circuit breaker, which makes sure that the field data and the
         request breakers together don’t exceed 70% of the heap. Both limits can be updated via the Cluster Update Settings API through
         indices.breaker.request.limit and indices.breaker.total.limit, respectively.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Bypassing memory and using the disk with doc values
      

      
      So far you’ve seen that you should use circuit breakers to make sure outstanding requests don’t crash your nodes, and if you
         fall consistently short of field data space, you should either increase your JVM heap size to use more RAM or limit the field
         data size and live with bad performance. But what if you’re consistently short on field data space, don’t have enough RAM
         to increase the JVM heap, and can’t live with bad performance caused by field data evictions? This is where doc values come
         in.
      

      
      Doc values take the data that needs to be loaded into memory and instead prepare it when the document is indexed, storing it on disk
         alongside the regular index data. This means that when field data would normally be used and read out of memory, the data
         can be read from disk instead. This provides a number of advantages:
      

      
      

      
         
         	Performance degrades smoothly— Unlike default field data, which needs to live in the JVM heap all at once, doc values are read from the disk, like the rest
            of the index. If the OS can’t fit everything in its RAM caches, more disk seeks will be needed, but there are no expensive
            loads and evictions, no risk of OutOfMemory-Errors, and no circuit-breaking exceptions because the circuit breaker prevented the field data cache from using too much memory.
            
         

         
         	Better memory management— When used, doc values are cached in memory by the kernel, avoiding the cost of garbage collection associated with heap usage.
            
         

         
         	Faster loading— With doc values, the uninverted structure is calculated at index time, so even when you run the first query, Elasticsearch
            doesn’t have to uninvert on the fly. This makes the initial requests faster, because the uninverting process has already been
            performed.
            
         

         
      

      
      As with everything in this chapter, there’s no such thing as free lunch. Doc values come with disadvantages, too:

      
      

      
         
         	Bigger index size— Storing all doc values on disk inflates the index size.
            
         

         
         	Slightly slower indexing— The need to calculate doc values at index time slows down the process of indexing.
            
         

         
         	Slightly slows requests that use field data— Disk is also slower than memory, so some requests that would usually use an already-loaded field data cache in memory will
            be slightly slower when reading doc values from disk. This includes sorting, facets, and aggregations.
            
         

         
         	Works only on non-analyzed fields— As of version 1.4, doc values don’t support analyzed fields. If you want to build a word cloud of the words in event titles,
            for example, you can’t take advantage of doc values. Doc values can be used for numeric, date, Boolean, binary, and geo-point
            fields, though, and work well for large datasets on non-analyzed data, such as the timestamp field of log messages that are indexed into Elasticsearch.
            
         

         
      

      
      The good news is that you can mix and match fields that use doc values with those that use the in-memory field data cache,
         so although you may want to use doc values for the timestamp field in your events, you can still keep the event’s title field in memory.
      

      
      How are doc values used? Because they’re written out at indexing time, configuring doc values has to happen in the mapping
         for a particular field. If you have a string field that’s not analyzed and you’d like to use field values on it, you can configure
         the mapping when creating an index, as shown in the next listing.
      

      
      
      
      Listing 6.21. Using doc-values in the mapping for the title field
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      Once the mapping has been configured, indexing and searching will work as normal without any additional changes.

      
      
      
      
      
      6.10. Summary
      

      
      You now have a better understanding of how scoring works inside Elasticsearch as well as how documents interact with the field
         data cache, so let’s review what this chapter was about:
      

      
      

      
         
         	The frequency of a term and the number of times that term occurs in a document are used to calculate the score of a term inside
            a query.
            
         

         
         	Elasticsearch has a lot of tools to customize and modify scoring.
            
         

         
         	Scoring impact can be lessened by rescoring a subset of documents.
            
         

         
         	Use the explain API to understand how a document has been scored.
            
         

         
         	The function_score query gives you ultimate control over scoring your documents.
            
         

         
         	Understanding the field data cache can help you understand how your Elasticsearch cluster uses memory.
            
         

         
         	Alternatives like doc_values can be used if the field data cache is using too much memory.
            
         

         
      

      
      In chapter 7 we’ll move on to how you can not only get the results of a query but also explore data from a different angle using aggregations.
      

      
      
      
      
      
      
      


Chapter 7. Exploring your data with aggregations
      

      
      This chapter covers

      
      

      
         
         	Metrics aggregations
            
         

         
         	Single and multi-bucket aggregations
            
         

         
         	Nesting aggregations
            
         

         
         	Relations among queries, filters, and aggregations
            
         

         
      

      
      So far in this book, we’ve concentrated on the use case of indexing and searching: you have many documents and the user wants
         to find the most relevant matches to some keywords. There are more and more use cases where users aren’t interested in specific
         results. Instead, they want to get statistics from a set of documents. These statistics might be hot topics for news, revenue
         trends for different products, the number of unique visitors to your website, and much more.
      

      
      Aggregations in Elasticsearch solve this problem by loading the documents matching your search and doing all sorts of computations,
         such as counting the terms of a string field or calculating the average on a numeric field. To look at how aggregations work,
         we’ll use an example from the get-together site you’ve worked with in previous chapters: a user entering your site may not
         know what groups to look for. To give the user something to start with, you could make the UI show the most popular tags for
         existing groups of your get-together site, as illustrated in figure 7.1.
      

      
      
      

      
      
      Figure 7.1. Example use case of aggregations: top tags for get-together groups
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      Those tags would be stored in a separate field of your group documents. The user could then select a tag and filter down to
         only documents containing that tag. This makes it easier for users to find groups relevant to their interests.
      

      
      To get such a list of popular tags in Elasticsearch, you’d use aggregations, and in this specific case, you’d use the terms aggregation on the tags field, which counts occurrences of each term in that field and returns the most frequent terms. Many other types of aggregations
         are also available, and we’ll discuss them later in this chapter. For example, you can use a date_histogram aggregation to show how many events happened in each month of the last year, use the avg aggregation to show you the average number of attendees for each event, or even find out which users have similar taste for
         events as you do by using the significant_terms aggregation.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         What about facets?
         
         If you’ve used Lucene, Solr, or even Elasticsearch for some time, you might have heard about facets. Facets are similar to aggregations, because they also load the documents matching your query and perform computations in order to
            return statistics. Facets are still supported in versions 1.x but are deprecated and will be removed in version 2.0.
         

         
         The main difference between aggregations and facets is that you can’t nest multiple types of facets in Elasticsearch, which
            limits the possibilities for exploring your data. For example, if you had a blogging site, you could use the terms facet to find out the hot topics this year, or you could use the date histogram facet to find out how many articles are posted each day, but you couldn’t find the number of posts per day, separately for
            each topic (at least not in one request). You’d be able to do that if you could nest the date histogram facet under the terms facet.
         

         
         Aggregations were born to remove this limit and allow you to get deeper insights from your documents. For example, if you
            store your online shop logs in Elasticsearch, you can use aggregations to find not only the best-selling products but also
            the best-selling products in each country, the trends for each product in each country, and so on.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      In this chapter, we’ll first discuss the common traits of all aggregations: how you run them and how they relate to the queries
         and filters you learned in previous chapters. Then we’ll dive into the particularities of each type of aggregation, and in
         the end, we’ll show you how to combine different aggregation types.
      

      
      Aggregations are divided in two main categories: metrics and bucket. Metrics aggregations refer to the statistical analysis of a group of documents, resulting in metrics such as the minimum value, maximum
         value, standard deviation, and much more. For example, you can get the average price of items from an online shop or the number
         of unique users logging on to it.
      

      
      Bucket aggregations divide matching documents into one or more containers (buckets) and then give you the number of documents in
         each bucket. The terms aggregation, which would give you the most popular tags in figure 7.1, makes a bucket of documents for each tag and gives you the document count for each bucket.
      

      
      Within a bucket aggregation, you can nest other aggregations, making the sub-aggregation run on each bucket of documents generated
         by the top-level aggregation. You can see an example in figure 7.2.
      

      
      
      
      Figure 7.2. The terms bucket aggregation allows you to nest other aggregations within it.
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      Looking at the figure from the top down, you can see that if you’re using the terms aggregation to get the most popular group tags, you can also get the average number of members for groups matching each tag.
         You could also ask Elasticsearch to give you, per tag, the number of groups created per year.
      

      
      As you may imagine, you can combine many types of aggregations in many ways. To get a better view of the available options,
         we’ll go through metrics and bucket aggregations and then discuss how you can combine them. But first, let’s see what’s common
         for all types of aggregations: how to write them and how they relate to your queries.
      

      
      
      
      7.1. Understanding the anatomy of an aggregation
      

      
      All aggregations, no matter their type, follow some rules:
      

      
      

      
         
         	You define them in the same JSON request as your queries, and you mark them by the key aggregations, or aggs. You need to give each one a name and specify the type and the options specific to that type.
            
         

         
         	They run on the results of your query. Documents that don’t match your query aren’t accounted for unless you include them
            with the global aggregation, which is a bucket aggregation that will be covered later in this chapter.
            
         

         
         	You can further filter down the results of your query, without influencing aggregations. To do that, we’ll show you how to
            use post filters. For example, when searching for a keyword in an online shop, you can build statistics on all items matching
            the keyword but use post filters to show only results that are in stock.
            
         

         
      

      
      Let’s take a look at the popular terms aggregation, which you’ve already seen in the intro to this chapter. The example use case was getting the most popular subjects
         (tags) for existing groups of your get-together site. We’ll use this same terms aggregation to explore the rules that all aggregations must follow.
      

      
      
      7.1.1. Structure of an aggregation request
      

      
      In listing 7.1, you’ll run a terms aggregation that will give you the most frequent tags in the get-together groups. The structure of this terms aggregation will apply to every other aggregation.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      For this chapter’s listing to work, you’ll need to index the sample dataset from the code samples that come with the book,
         located at https://github.com/dakrone/elasticsearch-in-action.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Listing 7.1. Using the terms aggregation to get top tags
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         	At the top level there’s the aggregations key, which can be shortened to aggs.
            
         

         
         	On the next level, you have to give the aggregation a name. You can see that name in the reply. This is useful when you use
            multiple aggregations in the same request, so you can easily see the meaning of each set of results.
            
         

         
         	Finally, you have to specify the aggregation type terms and the specific option. In this case, you’ll have the field name.
            
         

         
      

      
      The aggregation request from listing 7.1 hits the _search endpoint, just like the queries you’ve seen in previous chapters. In fact, you also get back 10 group results. This is all
         because no query was specified, which will effectively run the match_all query you saw in chapter 4, so your aggregation will run on all the group documents. Running a different query will make the aggregation run through
         a different set of documents. Either way, you get 10 such results because size defaults to 10. As you saw in chapters 2 and 4, you can change size from either the URI or the JSON payload of your query.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Field data and aggregations
         
         When you run a regular search, it goes fast because of the nature of the inverted index: you have a limited number of terms
            to look for, and Elasticsearch will identify documents containing those terms and return the results. An aggregation, on the
            other hand, has to work with the terms of each document matching the query. It needs a mapping between document IDs and terms—opposite
            of the inverted index, which maps terms to documents.
         

         
         By default, Elasticsearch un-inverts the inverted index into field data, as we explained in chapter 6, section 6.10. The more terms it has to deal with, the more memory the field data will use. That’s why you have to make sure you give Elasticsearch
            a large enough heap, especially when you’re doing aggregations on large numbers of documents or if you’re analyzing fields
            and you have more than one term per document. For not_analyzed fields, you can use doc values to have this un-inverted data structure built at index time and stored on disk. More details
            about field data and doc values can be found in chapter 6, section 6.10.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      7.1.2. Aggregations run on query results
      

      
      Computing metrics over the whole dataset is just one of the possible use cases for aggregations. Often you want to compute
         metrics in the context of a query. For example, if you’re searching for groups in Denver, you probably want to see the most
         popular tags for those groups only. As you’ll see in the next listing, this is the default behavior for aggregations. Unlike
         in listing 7.1, where the implied query was match_all, in the following listing you query for “Denver” in the location field, and aggregations will only be about groups from Denver.
      

      
      Listing 7.2. Getting top tags for groups in Denver
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      Recall from chapter 4 that you can use the from and size parameters of your query to control the pagination of results. These parameters have no influence on aggregations because
         aggregations always run on all the documents matching a query.
      

      
      If you want to restrict query results more without also restricting aggregations, you can use post filters. We’ll discuss
         post filters and the relationship between filters and aggregations in general in the next section.
      

      
      
      
      7.1.3. Filters and aggregations
      

      
      In chapter 4 you saw that for most query types there’s a filter equivalent. Because filters don’t calculate scores and are cacheable,
         they’re faster than their query counterparts. You’ve also learned that you should wrap filters in a filtered query, like this:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
"query": {
  "filtered": {
    "filter": {
      "term": {
        "location": "denver"
      }
    }
  }
}}'

      
      Using the filter this way is good for overall query performance because the filter runs first. Then the query—which is typically
         more performance-intensive—runs only on documents matching the filter. As far as aggregations are concerned, they run only
         on documents matching the overall filtered query, as shown in figure 7.3.
      

      
      
      
      Figure 7.3. A filter wrapped in a filtered query runs first and restricts both results and aggregations.
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      “Nothing new so far,” you might say. “The filtered query behaves like any other query when it comes to aggregations,” and you’d be right. But there’s also another way of running
         filters: by using a post filter, which will run after the query and independent of the aggregation. The following request will give the same results as the
         previous filtered query:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
"post_filter": {
  "term": {
    "location": "denver"
  }
}}'

      
      As illustrated in figure 7.4, the post filter differs from the filter in the filtered query in two ways:
      

      
      
      

      
      
      Figure 7.4. Post filter runs after the query and doesn’t affect aggregations.
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         	Performance— The post filter runs after the query, making sure the query will run on all documents, and the filter runs only on those documents
            matching the query. The overall request is typically slower than the filtered query equivalent, where the filter runs first.
            
         

         
         	Document set processed by aggregations— If a document doesn’t match the post filter, it will still be accounted for by aggregations.
            
         

         
      

      
      Now that you understand the relationships between queries, filters, and aggregations, as well as the overall structure of
         an aggregation request, we can dive deeper into Aggregations Land and explore different aggregation types. We’ll start with
         metrics aggregations and then go to bucket aggregations, and then we’ll discuss how to combine them to get powerful insights
         from your data in real time.
      

      
      
      
      
      7.2. Metrics aggregations
      

      
      Metrics aggregations extract statistics from groups of documents, or, as we’ll explore in section 7.4, buckets of documents coming from other aggregations.
      

      
      These statistics are typically done on numeric fields, such as the minimum or average price. You can get each such statistic
         separately or you can get them together via the stats aggregation. More advanced statistics, such as the sum of squares or the standard deviation, are available through the extended_stats aggregation.
      

      
      For both numeric and non-numeric fields you can get the number of unique values using the cardinality aggregation, which will be discussed in section 7.2.3.
      

      
      
      7.2.1. Statistics
      

      
      We’ll begin looking at metrics aggregations by getting some statistics on the number of attendees for each event.

      
      From the code samples, you can see that event documents contain an array of attendees. You can calculate the number of attendees
         at query time through a script, which we’ll show in listing 7.3. We discussed scripting in chapter 3, when you used scripts for updating documents. In general, with Elasticsearch queries you can build a script field, where you put a typically small piece of code that returns a value for each document. In this case, the value will
         be the count of elements of the attendees array.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         The flexibility of scripts comes with a price
         
         Scripts are flexible when it comes to querying, but you have to be aware of the caveats in terms of performance and security.

         
         Even though most aggregation types allow you to use them, scripts slow down aggregations because they have to be run on every
            document. To avoid the need of running a script, you can do the calculation at index time. In this case, you can extract the
            number of attendees for every event and add it to a separate field before indexing it. We’ll talk more about performance in
            chapter 10.
         

         
         In most Elasticsearch deployments, the user specifies a query string, and it’s up to the server-side application to construct
            the query out of it. But if you allow users to specify any kind of query, including scripts, someone might exploit this and
            run malicious code. That’s why, depending on your Elasticsearch version, running scripts inline like in listing 7.3 (called dynamic scripting) is disabled. To enable it, set script.disable_dynamic: false in elasticsearch.yml.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      In the following listing, you’ll request statistics on the number of attendees for all events. To get the number of attendees
         in the script, you’ll use doc['attendees'].values to get the array of attendees. Adding the length property to that will return their number.
      

      
      
      
      Listing 7.3. Getting stats for the number of event attendees
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      You can see that you get back the minimum number of attendees per event, as well as the maximum, the sum, and the average.
         You also get the number of documents these statistics were computed on.
      

      
      If you need only one of those statistics, you can get it separately. For example, you’ll calculate the average number of attendees
         per event through the avg aggregation in the next listing.
      

      
      
      
      Listing 7.4. Getting the average number of event attendees
      

      
      URI=localhost:9200/get-together/event/_search
curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "attendees_avg": {
    "avg": {
      "script": "doc['"'attendees'"'].values.length"
    }
  }
}}'
### reply
[...]
  "aggregations" : {
    "attendees_avg" : {
      "value" : 3.8666666666666667
    }
  }
}

      
      
      Similar to the avg aggregation, you can get the other metrics through the min, max, sum, and value_count aggregations. You’d have to replace avg from listing 7.4 with the needed aggregation name. The advantage of separate statistics is that Elasticsearch won’t spend time computing metrics
         that you don’t need.
      

      
      
      
      7.2.2. Advanced statistics
      

      
      In addition to statistics gathered by the stats aggregation, you can get the sum of squares, variance, and standard deviation of your numeric field by running the extended_stats aggregation, as shown in the next listing.
      

      
      
      
      Listing 7.5. Getting extended statistics on the number of attendees
      

      
      URI=localhost:9200/get-together/event/_search
curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "attendees_extended_stats": {
    "extended_stats": {
      "script": "doc['"'attendees'"'].values.length"
    }
  }
}}'
### reply
  "aggregations" : {
    "attendees_extended_stats" : {
      "count" : 15,
      "min" : 3.0,
      "max" : 5.0,
      "avg" : 3.8666666666666667,
      "sum" : 58.0,
      "sum_of_squares" : 230.0,
      "variance" : 0.38222222222222135,
      "std_deviation" : 0.6182412330330462
    }
  }

      
      
      All these statistics are calculated by looking at all the values in the document set matching the query, so they’re 100% accurate
         all the time. Next we’ll look at some statistics that use approximation algorithms, trading some of the accuracy for speed
         and less memory consumption.
      

      
      
      
      7.2.3. Approximate statistics
      

      
      Some statistics can be calculated with good precision—though not 100%—by looking at some of the values from your documents.
         This will limit both their execution time and their memory consumption.
      

      
      Here we’ll look at how to get two types of such statistics from Elasticsearch: percentiles and cardinality. Percentiles are values below which you can find x% of the total values, where x is the given percentile. This is useful, for example, when you have an online shop: you log the value of each shopping cart
         and you want to see in which price range are most shopping carts. Perhaps most of your users only buy an item or two, but
         the upper 10% buy a lot of items and generate most of your revenue.
      

      
      Cardinality is the number of unique values in a field. This is useful, for example, when you want the number of unique IP addresses accessing
         your website.
      

      
      
      Percentiles
      

      
      For percentiles, think about the number of attendees for events once again and determine the maximum number of attendees you’ll
         consider normal and the number you’ll consider high. In listing 7.6, you’ll calculate the 80th percentile and the 99th. You’ll consider numbers under the 80th to be normal and numbers under
         the 99th high, and you’ll ignore the upper 1%, because they’re exceptionally high.
      

      
      To accomplish this, you’ll use the percentiles aggregation, and you’ll set the percents array to 80 and 99 in order to get these specific percentiles.
      

      
      
      
      
      Listing 7.6. Getting the 80th and the 99th percentiles from the number of attendees
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      For small data sets like the code samples, you have 100% accuracy, but this may not happen with large data sets in production.
         With the default settings, you have over 99.9% accuracy for most data sets for most percentiles. The specific percentile matters,
         because accuracy is at its worst for the 50th percentile, and as you go toward 0 or 100 it gets better and better.
      

      
      You can trade memory for accuracy by increasing the compression parameter from the default 100. Memory consumption increases proportionally to the compression, which in turn controls how many values are taken into account
         when approximating percentiles.
      

      
      There’s also a percentile_ranks aggregation that allows you to do the opposite—specify a set of values—and you’ll get back the corresponding percentage of
         documents having up to those values:
      

      
      % curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "attendees_percentile_ranks": {
    "percentile_ranks": {
      "script": "doc['"'attendees'"'].values.length",
      "values": [4, 5]
    }
  }
}}'

      
      
      
      Cardinality
      

      
      For cardinality, let’s imagine you want the number of unique members of your get-together site. The following listing shows
         how to do that with the cardinality aggregation.
      

      
      
      
      Listing 7.7. Getting the number of unique members through the cardinality aggregation
      

      
      URI=localhost:9200/get-together/group/_search
curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "members_cardinality": {
    "cardinality": {
      "field": "members"
    }
  }
}}'
### reply
  "aggregations" : {
    "members_cardinality" : {
      "value" : 8
    }
  }

      
      
      Like the percentiles aggregation, the cardinality aggregation is approximate. To understand the benefit of such approximation algorithms, let’s take a closer look at the alternative.
         Before the cardinality aggregation was introduced in version 1.1.0, the common way to get the cardinality of a field was by running the terms aggregation you saw in section 7.1. Because the terms aggregation will get the counts of each term for top N terms, where N is the configurable size parameter, if you specify a size large enough, you could get all the unique terms back. Counting them will give you the cardinality.
      

      
      Unfortunately, this approach only works for fields with relatively low cardinality and a low number of documents. Otherwise,
         running a terms aggregation with a huge size requires a lot of resources:
      

      
      

      
         
         	Memory— All the unique terms need to be loaded in memory in order to be counted.
            
         

         
         	CPU— Those terms have to be returned in order; by default the order is on how many times each term occurs.
            
         

         
         	Network— From each shard, the large array of sorted unique terms has to be transferred to the node that received the client request.
            That node also has to merge per-shard arrays into one big array and transfer it back to the client.
            
         

         
      

      
      This is where approximation algorithms come into play. The cardinality field works with an algorithm called HyperLogLog++ that hashes values from the field you want to examine and uses the hashes
         to approximate the cardinality. It loads only some of those hashes into memory at once, so the memory usage will be constant
         no matter how many terms you have.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      For more details on the HyperLogLog++ algorithm, have a look at the original paper from Google: http://static.googleusercontent.com/external_content/untrusted_dlcp/research.google.com/en/us/pubs/archive/40671.pdf.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Memory and cardinality
      

      
      We said that the memory usage of the cardinality aggregation is constant, but how large would that constant be? You can configure it through the precision_threshold parameter. The higher the threshold, the more precise the results, but more memory is consumed. If you run the cardinality aggregation on its own, it will take about precision_threshold times 8 bytes of memory for each shard that gets hit by the query.
      

      
      The cardinality aggregation, like all other aggregations, can be nested under a bucket aggregation. When that happens, the memory usage is
         further multiplied by the number of buckets generated by the parent aggregations.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      For most cases, the default precision_threshold will work well, because it provides a good tradeoff between memory usage and accuracy, and it adjusts itself depending on
         the number of buckets.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Next, we’ll look at the choice of multi-bucket aggregations. But before we go there, table 7.1 gives you a quick overview of each metrics aggregation and the typical use case.
      

      
      Table 7.1. Metrics aggregations and typical use cases
      

      
         
            
            
         
         
            
               	
                  Aggregation type

               
               	
                  Example use case

               
            

         
         
            
               	stats
               	Same product sold in multiple stores. Gather statistics on the price: how many stores have it and what the minimum, maximum,
                  and average prices are.
               
            

            
               	individual stats (min, max, sum, avg, value_count)
               	Same product sold in multiple stores. Show “prices starting from” and then the minimum price.
            

            
               	extended_stats
               	Documents contain results from a personality test. Gather statistics from that group of people, such as the variance and the
                  standard deviation.
               
            

            
               	percentiles
               	Access times on your website: what the usual delays are and how long the longest response times are.
            

            
               	percentile_ranks
               	Checking if you meet SLAs: if 99% of requests have to be served under 100ms, you can check what’s the actual percentage.
            

            
               	cardinality
               	Number of unique IP addresses accessing your service.
            

         
      

      
      
      
      
      
      7.3. Multi-bucket aggregations
      

      
      As you saw in the previous section, metrics aggregations are about taking all your documents and generating one or more numbers
         that describe them. Multi-bucket aggregations are about taking those documents and putting them into buckets—like the group
         of documents matching each tag. Then, for each bucket, you’ll get one or more numbers that describe the bucket, such as counting
         the number of groups for each tag.
      

      
      So far you’ve run metrics aggregations on all documents matching the query. You can think of those documents as one big bucket.
         Other aggregations generate such buckets: for example, if you’re indexing logs and have a country code field, you can do a
         terms aggregation on it to create one bucket of documents for each country. As you’ll see in section 7.4, you can nest aggregations: for example, a cardinality aggregation could run on the buckets created by the terms aggregation to give you the number of unique visitors per country.
      

      
      For now, let’s see what kinds of multi-bucket aggregations are available and where they’re typically useful:

      
      

      
         
         	Terms aggregations let you figure out the frequency of each term in your documents. There’s the terms aggregation, which you’ve seen a couple of times already, that gives you back the number of times each term appears. It’s
            useful for figuring out things like frequent posters on a blog or popular tags. There’s also the significant_terms aggregation, which gives you back the difference between the occurrence of a term in the whole index and its occurrence in
            your query results. This is useful for suggesting terms that are significant for the search context, like “elasticsearch”
            would be for the context of “search engine.”
            
         

         
         	Range aggregations create buckets based on how documents fall into which numerical, date, or IP address range. This is useful when analyzing
            data where the user has fixed expectations. For example, if someone is searching for a laptop in an online shop, you know
            the price ranges that are most popular.
            
         

         
         	Histogram aggregations, either numerical or date, are similar to range aggregations, but instead of requiring you to define each range, you have
            to define an interval, and Elasticsearch will build buckets based on that interval. This is useful when you don’t know where
            the user is likely to look. For example, you could show a chart of how many events occur each month.
            
         

         
         	Nested, reverse nested, and children aggregations allow you to perform aggregations across document relationships. We’ll discuss them in chapter 8 when we talk about nested and parent-child relations.
            
         

         
         	Geo distance and geohash grid aggregations allow you to create buckets based on geolocation. We’ll show them in appendix A, which is focused on geo search.
            
         

         
      

      
      Figure 7.5 shows an overview of the types of multi-bucket aggregations we’ll discuss here.
      

      
      
      

      
      
      Figure 7.5. Major types of multi-bucket aggregations
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      Next, let’s zoom into each of these multi-bucket aggregations and see how you can use them.

      
      
      7.3.1. Terms aggregations
      

      
      We first looked at the terms aggregation in section 7.1 as an example of how all aggregations work. The typical use case is to get the top frequent X, where X would be a field in your document, like the name of a user, a tag, or a category. Because the terms aggregation counts every term and not every field value, you’ll normally run this aggregation on a non-analyzed field, because
         you want “big data” to be counted once and not once for “big” and once for “data.”
      

      
      You could use the terms aggregation to extract the most frequent terms from an analyzed field, like the description of an event. You can use this
         information to generate a word cloud, like the one in figure 7.6. Just make sure you have enough memory for loading all the fields in memory if you have many documents or the documents contain
         many terms.
      

      
      
      
      Figure 7.6. A terms aggregation can be used to get term frequencies and generate a word cloud.
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      By default, the order of terms is by their count, descending, which fits all the top frequent X use cases. But you can order terms ascending, or by other criteria, such as the term name itself. The following listing shows
         how to list the group tags ordered alphabetically by using the order property.
      

      
      
      
      
      Listing 7.8. Ordering tag buckets by name
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      If you’re nesting a metric aggregation under your terms aggregation, you can order terms by the metric, too. For example, you could use the average metric aggregation under your
         tags aggregation from listing 7.8 to get the average number of group members per tag. And you can order tags by the number of members by referring your metric
         aggregation name, like avg_members: desc (instead of _term: asc as in listing 7.8).
      

      
      
      Which terms to include in the reply
      

      
      By default, the terms aggregation will return only the top 10 terms by the order you selected. You can, however, change that number though the
         size parameter. Setting size to 0 will get you all the terms, but it’s dangerous to use with a high-cardinality field, because returning a very large result
         is CPU-intensive to sort and might saturate your network.
      

      
      To get back the top 10 terms—or the number of terms you configure with size—Elasticsearch has to get a number of terms (configurable through shard_size) from each shard and aggregate the results. The process is shown in figure 7.7, with shard_ size and size set to 2 for clarity.
      

      
      
      

      
      
      Figure 7.7. Sometimes the overall top X is inaccurate, because only the top X terms are returned per shard.
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      This mechanism implies that you might get inaccurate counters for some terms if those terms don’t make it to the top of each
         individual shard. This can even result in missing terms, like in figure 7.7 where lucene, with a total value of 7, isn’t returned in the top 2 overall tags because it didn’t make the top 2 for each shard.
      

      
      You can get more accurate results by setting a large shard_size, as shown in figure 7.8. But this will make aggregations more expensive (especially if you nest them) because there are more buckets that need to
         be kept in memory.
      

      
      
      
      Figure 7.8. Reducing inaccuracies by increasing shard_size
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      To get an idea of how accurate results are, you can check the values at the beginning of the aggregation response:
      

      
      "tags" : {
  "doc_count_error_upper_bound" : 0,
  "sum_other_doc_count" : 6,

      
      The first number is the worst-case scenario error margin. For example, if the minimum count for a term returned by a shard
         is 5, it could be that a term occurring four times in that shard has been missed. If that term should have appeared in the final
         results, that’s a worst-case error of 4. The total of these numbers for all shards makes up doc_count_error_upper_bound. For our code samples, that number is always 0, because we have only one shard—the top terms for that shard are the same as the global top terms.
      

      
      The second number is the total count of the terms that didn’t make the top.

      
      You can get a doc_count_error_upper_bound value for each term by setting show_term_doc_count_error to true. This will take the worst-case scenario error per term: for example if “big data” is returned by a shard, you know that it’s
         the exact value. But if another shard doesn’t return “big data” at all, the worst-case scenario is that “big data” actually
         exists with a value just below the last returned term. Adding up these error numbers for shards not returning that term make
         up doc_count_error _upper_bound per term.
      

      
      At the other end of the accuracy spectrum, you could consider terms with low frequency irrelevant and exclude them from the
         result set entirely. This is especially useful when you sort terms by something other than frequency, which makes it likely
         that low-frequency terms will appear, but you don’t want to pollute the results with irrelevant results like typos. To do
         that, you’ll need to change the min_doc_count setting from the default value of 1. If you want to cut these low-frequency terms at the shard level, you use shard_min_doc_count.
      

      
      Finally, you can include and exclude specific terms from the result. You’d do that by using the include and exclude options and providing regular expressions as values. Using include alone will include only terms matching the pattern; using exclude alone will include terms that don’t match. Using both will have exclude take precedence: included terms will match the include pattern but won’t match the exclude pattern.
      

      
      The following listing shows how to only return counters for tags containing “search.”

      
      
      
      Listing 7.9. Creating buckets only for terms containing “search”
      

      
      URI=localhost:9200/get-together/group/_search
curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "tags": {
    "terms": {
      "field": "tags.verbatim",
      "include": ".*search.*"

    }
  }
}}'
### reply
  "aggregations" : {
    "tags" : {
      "buckets" : [ {
        "key" : "elasticsearch",
        "doc_count" : 2
      }, {
        "key" : "enterprise search",
        "doc_count" : 1

      
      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Collect mode
         
         By default, Elasticsearch does all aggregations in a single pass. For example, if you had a terms aggregation and a cardinality aggregation nested in it, Elasticsearch would make a bucket for each term, calculate the cardinality for each bucket, sort
            those buckets, and return the top X.
         

         
         This works well for most use cases, but it will take lots of time and memory if you have lots of buckets and lots of sub-aggregations,
            especially if a sub-aggregation is also a multi-bucket aggregation with lots of buckets. In such cases, a two-pass approach
            will be better: first create the buckets of the top-level aggregation, sort and cache the top X, and then calculate sub-aggregations on only those top X.
         

         
         You can control which approach Elasticsearch uses by setting collect_mode. The default is depth_first, and the two-pass approach is breadth_first.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      Significant terms
      

      
      The significant_terms aggregation is useful if you want to see which terms have higher frequencies than normal in your current search results.
         Let’s take the example of get-together groups: in all the groups out there, the term clojure may not appear frequently enough to count. Let’s assume that it appears 10 times out of 1,000,000 terms (0.0001%). If you
         restrict your search for Denver, let’s say it appears 7 times out of 10,000 terms (0.007%). The percentage is significantly
         higher than before and indicates a strong Clojure community in Denver, compared to the rest of the search area. It doesn’t
         matter that other terms such as programming or devops have a much higher absolute frequency.
      

      
      The significant_terms aggregation is much like the terms aggregation in the sense that it’s counting terms. But the resulting buckets are ordered by a score, which represents the
         difference in percentage between the foreground documents (that 0.007% in the previous example) and the background documents
         (0.0001%). The foreground documents are those matching your query, and the background documents are all the documents from
         the index.
      

      
      In the following listing, you’ll try to find out which users of the get-together site have a similar preference to Lee for
         events. To do that, you’ll query for events where Lee attends and use the significant_terms aggregation to see which event attendees participate in more, compared to the overall set of events they attend.
      

      
      Listing 7.10. Finding attendees attending similar events to Lee
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      As you might have guessed from the listing, the significant_terms aggregation has the same size, shard_size, min_doc_count, shard_min_doc_count, include, and exclude options as the terms aggregation, which lets you control the terms you get back. In addition to those, it allows you to change the background
         documents from all the documents in the index to only those matching a defined filter in the background_filter parameter. For example, you may know that Lee participates only in technology events, so you can filter those to make sure
         that events irrelevant to him aren’t taken into account.
      

      
      Both the terms and significant_terms aggregations work well for string fields. For numeric fields, range and histogram aggregations are more relevant, and we’ll look at them next.
      

      
      
      
      
      
      7.3.2. Range aggregations
      

      
      The terms aggregation is most often used with strings, but it works with numeric values, too. This is useful when you have low cardinality,
         like when you want to give counts on how many laptops have two years of warranty, how many have three, and so on.
      

      
      With high-cardinality fields, such as ages or prices, you’re most likely looking for ranges. For example, you may want to
         know how many of your users are between 18 and 39, how many are between 40 and 60, and so on. You can still do that with the
         terms aggregation, but it’s going to be tedious: in your application, you’d have to add up counters for ages 18, 19, and so on
         until you get to 39 to get the first bucket. And if you want to add sub-aggregations, like the ones you’ll see later in this
         chapter, things will get even more complicated.
      

      
      To solve this problem for numerical values, you have the range aggregation. As the name suggests, you give the numerical ranges you want, and it will count the documents with values that
         fall into each bucket. You can use those counters to represent the data in a graphical way—for example, with a pie chart,
         as shown in figure 7.9.
      

      
      
      
      Figure 7.9. range aggregations give you counts of documents for each range. This is good for pie charts.
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      Recall from chapter 3 that date strings are stored as type long in Elasticsearch, representing the UNIX time in milliseconds. To work with date ranges, you have a variant of the range aggregation called the date_range aggregation.
      

      
      
      Range aggregation
      

      
      Let’s get back to our get-together site example and do a breakdown of events by their number of attendees. You’ll do it with
         the range aggregation and give it an array of ranges. The thing to keep in mind here is that the minimum value from the range (the
         key from) is included in the bucket, whereas the maximum value (to) is excluded. In listing 7.11, you’ll have three categories:
      

      
      

      
         
         	Events with fewer than four members
            
         

         
         	Events with at least four members but fewer than six
            
         

         
         	Events with at least six members
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Ranges don’t have to be adjacent; they can be separated or they can overlap. In most cases it makes sense to cover all values,
         but you don’t need to.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Listing 7.11. Using a range aggregation to divide events by the number of attendees
      

      [image: ]

      [image: ]

      
      You can see from the listing that you don’t have to specify both from and to for every range in the aggregation. Omitting one of these parameters will remove the respective boundary, and this enables
         you to search for all events with fewer than four members or with at least six.
      

      
      
      
      Date range aggregation
      

      
      As you might imagine, the date_range aggregation works just like the range aggregation, except you put date strings in your range definitions. And because of that, you should define the date format
         so Elasticsearch will know how to translate the string you give it into the numerical UNIX time, which is how date fields
         are stored.
      

      
      In the following listing, you’ll divide events into two categories: before July 2013 and starting with July 2013. You can
         use a similar approach to count future events and past events, for example.
      

      
      Listing 7.12. Using a date range aggregation to divide events by scheduled date
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      If the value of the format field looks familiar, it’s because it’s the same Joda Time annotation that you saw in chapter 3 when you defined date formats in the mapping. For the complete syntax, you can look at the DateTimeFormat documentation:
         http://joda-time.sourceforge.net/apidocs/org/joda/time/format/DateTimeFormat.html.
      

      
      
      
      
      7.3.3. Histogram aggregations
      

      
      For dealing with numeric ranges, you also have histogram aggregations. These are much like the range aggregations you just saw, but instead of manually defining each range, you’d define a fixed interval, and Elasticsearch
         would build the ranges for you. For example, if you want age groups from people documents, you can define an interval of 10
         (years) and you’ll get buckets like 0–10 (excluding 10), 10–20 (excluding 20), and so on.
      

      
      Like the range aggregation, the histogram aggregation has a variant that works with dates, called the date_histogram aggregation. This is useful, for example, when building histogram charts of how many emails were sent on a mailing list each
         day.
      

      
      
      Histogram aggregation
      

      
      Running a histogram aggregation is similar to running a range aggregation. You just replace the ranges array with an interval, and Elasticsearch will build ranges starting with the minimum value, adding the interval until the maximum value is included. For example, in the following listing, you specify an interval of 1 and show how many events have three attendees, how many have four, and how many have five.
      

      
      
      
      
      Listing 7.13. Histogram showing the number of events for each number of attendees
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      Like the terms aggregation, the histogram aggregation lets you specify a min_doc _count value, which is helpful if you want buckets with few documents to be ignored. min_doc_count is also useful if you want to show empty buckets. By default, if there’s an interval between the minimum and maximum values
         that has no documents, that interval will be omitted altogether. Set min_doc_count to 0 and those intervals will still appear with a document count of 0.
      

      
      
      
      Date histogram aggregation
      

      
      As you might expect, you’d use the date_histogram aggregation like the histogram one, but you’d insert a date in the interval field. That date would be specified in the same Joda Time annotation as the date_range aggregation, with values such as 1M or 1.5h. For example, the following listing gives the breakdown of events happening in each month.
      

      
      
      
      
      Listing 7.14. Histogram of events per month
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      Like the regular histogram aggregation, you can use the min_doc_count option to either show empty buckets or omit buckets containing just a few documents.
      

      
      You probably noticed that the date_histogram aggregation has two things in common with all the other multi-bucket aggregations:
      

      
      

      
         
         	It counts documents having certain terms.
            
         

         
         	It creates buckets of documents falling into each category.
            
         

         
      

      
      The buckets themselves are useful only when you nest other aggregations under a multi-bucket aggregation. This allows you
         to have deeper insights into your data, and we’ll look at nesting aggregations in the next section. First, take time to look
         at table 7.2, which gives you a quick overview of the multi-bucket aggregations and what they’re typically used for.
      

      
      Table 7.2. Multi-bucket aggregations and typical use cases
      

      
         
            
            
         
         
            
               	
                  Aggregation type

               
               	
                  Example use case

               
            

         
         
            
               	terms
               	Show top tags on a blogging site; hot topics this week on a news site.
            

            
               	significant_terms
               	Identify new technology trends by looking at what’s used/downloaded a lot this month compared to overall.
            

            
               	range and date_range
               	Show entry-level, medium-priced, and expensive laptops. Show archived events, events this week, upcoming events.
            

            
               	histogram and date_histogram
               	Show distributions: how much people of each age exercise. Or show trends: items bought each day.
            

         
      

      
      The list isn’t exhaustive, but it does include the most important aggregation types and their options. You can check the documentation[1] for a complete list. Also, geo aggregations are dealt with in appendix A, and nested and children aggregations in chapter 8.
      

      
         1 
            
www.elastic.co/guide/en/elasticsearch/reference/master/search-aggregations.html

         

      

      
      
      
      
      
      7.4. Nesting aggregations
      

      
      The real power of aggregations is the fact that you can combine them. For example, if you have a blog and you record each
         access to your posts, you can use the terms aggregation to show the most-viewed posts. But you can also nest a cardinality aggregation under this terms aggregation and show the number of unique visitors for each post; you can even change the sorting in the terms aggregation to show posts with the most unique visitors.
      

      
      As you may imagine, nesting aggregations opens a whole new range of possibilities for exploring data. Nesting is the main
         reason aggregations emerged in Elasticsearch as a replacement for facets, because facets couldn’t be combined.
      

      
      Multi-bucket aggregations are typically the point where you start nesting. For example, the terms aggregation allows you to show the top tags for get-together groups; this means you’ll have a bucket of documents for each
         tag. You can use sub-aggregations to show more metrics for each bucket. For example, you can show how many groups are being
         created each month, for each tag, as illustrated in figure 7.10.
      

      
      
      
      Figure 7.10. Nesting a date histogram aggregation under a terms aggregation
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      Later in this section, we’ll discuss one particular use case for nesting: result grouping, which, unlike a regular search that gives you the top N results by relevance, gives you the top N results for each bucket of documents generated by the parent aggregation. Say you have an online shop and someone searches
         for “Windows.” Normally, relevance-sorted results will show many versions of the Windows operating system first. This may
         not be the best user experience, because at this point it’s not 100% clear whether the user is looking to buy a Windows operating
         system, some software built for Windows, or some hardware that works with Windows. This is where result grouping, illustrated
         in figure 7.11, comes in handy: you can show the top three results from each of the operating systems, software, and hardware categories
         and give the user a broader range of results. The user may also want to click on the category name to narrow the search to
         that category only.
      

      
      
      

      
      
      Figure 7.11. Nesting the top_hits aggregation under a terms aggregation to get result grouping
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      In Elasticsearch, you’ll be able to get result grouping by using a special aggregation called top_hits. It retrieves the top N results, sorted by score or a criterion of your choice, for each bucket of a parent aggregation. That parent aggregation
         can be a terms aggregation that’s running on the category field, as suggested in the online shop example of figure 7.11; we’ll go over this special aggregation in the next section.
      

      
      The last nesting use case we’ll talk about is controlling the document set on which your aggregations run. For example, regardless
         of the query, you might want to show the top tags for get-together groups created in the last year. To do this, you’d use
         the filter aggregation, which creates a bucket of documents that match the provided filter, in which you can nest other aggregations.
      

      
      
      7.4.1. Nesting multi-bucket aggregations
      

      
      To nest an aggregation within another one, you just have to use the aggregations or aggs key on the same level as the parent aggregation type and then put the sub-aggregation definition as the value. For multi-bucket
         aggregations, this can be done indefinitely. For example, in the following listing you’ll use the terms aggregation to show the top tags. For each tag, you’ll use the date_histogram aggregation to show how many groups were created each month, for each tag. Finally, for each bucket of such groups, you’ll
         use the range aggregation to show how many groups have fewer than three members and how many have at least three.
      

      
      Listing 7.15. Nesting multi-bucket aggregations three times
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      You can always nest a metrics aggregation within a bucket aggregation. For example, if you wanted the average number of group
         members instead of the 0–2 and 3+ ranges that you had in the previous listing, you could use the avg or stats aggregation.
      

      
      One particular type of aggregation we promised to cover in the last section is top_hits. It will get you the top N results, sorted by the criteria you like, for each bucket of its parent aggregation. Next, we’ll look at how you’ll use the top_hits aggregation to get result grouping.
      

      
      
      
      7.4.2. Nesting aggregations to get result grouping
      

      
      Result grouping is useful when you want to show the top results grouped by a certain category. Like in Google, when you have
         many results from the same site, you sometimes see only the top three or so, and then it moves on to the next site. You can
         always click the site’s name to get all the results from it that match your query.
      

      
      That’s what result grouping is for: it allows you to give the user a better idea of what else is in there. Say you want to
         show the user the most recent events, and to make results more diverse you’ll show the most recent event for the most frequent
         attendees. You’ll do this in the next listing by running the terms aggregation on the attendees field and nesting the top_hits aggregation under it.
      

      
      Listing 7.16. Using the top hits aggregation to get result grouping
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      At first, it may seem strange to use aggregations for getting results grouping. But now that you’ve learned what aggregations
         are all about, you can see that these concepts of buckets and nesting are powerful and enable you to do much more than gather
         some statistics on query results. The top_hits aggregation is an example of a non-statistic outcome of aggregations.
      

      
      You’re not limited to only query results when you run aggregations; this is the default behavior, as you learned in section 7.1, but you can work around that if you need to. For example, let’s say that you want to show the most popular blog post tags
         on your blog somewhere on a sidebar. And you want to show that sidebar no matter what the user is searching for. To achieve
         this, you’d need to run your terms aggregation on all blog posts, independent of your query. Here’s where the global aggregation becomes useful: it produces a bucket with all the documents of your search context (the indices and types you’re
         searching in), making all other aggregations nested under it work with all these documents.
      

      
      The global aggregation is one of the single-bucket aggregations that you can use to change the document set other aggregations run on,
         and that’s what we’ll explore next.
      

      
      
      
      7.4.3. Using single-bucket aggregations
      

      
      As you saw in section 7.1, Elasticsearch will run your aggregations on the query results by default. If you want to change this default, you’ll have
         to use single-bucket aggregations. Here we’ll discuss three of them:
      

      
      

      
         
         	global creates a bucket with all the documents of the indices and types you’re searching on. This is useful when you want to run
            aggregations on all documents, no matter the query.
            
         

         
         	filter and filters aggregations create buckets with all the documents matching one or more filters. This is useful when you want to further
            restrict the document set—for example, to run aggregations only on items that are in stock, or separate aggregations for those
            in stock and those that are promoted.
            
         

         
         	missing creates a bucket with documents that don’t have a specified field. It’s useful when you have another aggregation running
            on a field, but you want to do some computations on documents that aren’t covered by that aggregation because the field is
            missing. For example, you want to show the average price of items across multiple stores and also want to show the number
            of stores not listing a price for those items.
            
         

         
      

      
      
      Global
      

      
      Using your get-together site from the code samples, assume you’re querying for events about Elasticsearch, but you want to
         see the most frequent tags overall. For example, as we described earlier, you want to show those top tags somewhere on a sidebar,
         independent of what the user is searching for. To achieve this, you need to use the global aggregation, which can alter the flow of data from query to aggregations, as shown in figure 7.12.
      

      
      
      
      Figure 7.12. Nesting aggregations under the global aggregation makes them run on all documents.
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      In the following listing you’ll nest the terms aggregation under the global aggregation to get the most frequent tags on all documents, even if the query looks for only those with “elasticsearch” in
         the title.
      

      
      Listing 7.17. Global aggregation helps show top tags overall regardless of the query
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      When we say “all documents,” we mean all the documents from the search context defined in the search URI. In this case you’re
         searching in the group type of the get-together index, so all the groups will be taken into account. If you searched in the whole get-together index,
         both groups and events would be included in the aggregation.
      

      
      
      
      Filter
      

      
      Remember the post filter from section 7.1? It’s used when you define a filter directly in the JSON request, instead of wrapping it in a filtered query; the post filter
         restricts the results you get without affecting the aggregations.
      

      
      The filter aggregation does the opposite: it restricts the document set your aggregations run on, without affecting the results. This
         is illustrated in figure 7.13.
      

      
      
      
      Figure 7.13. The filter aggregation restricts query results for aggregations nested under it.
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      If you’re searching for events with “elasticsearch” in the title, you want to create a word cloud from words within the description,
         but you want to only account for documents that are recent enough—let’s say after July 1, 2013.
      

      
      To do that, in the following listing you’d run a query as usual, but with aggregations. You’ll first have a filter aggregation restricting the document set to those after July 1, and under it you’ll nest the terms aggregation that generates the word-cloud information.
      

      
      Listing 7.18. filter aggregation restricts the document set coming from the query
      

      [image: ]

      [image: ]

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      
      There’s also a filters (plural) aggregation, which allows you to define multiple filters. It works similarly to the filter aggregation, except that it generates multiple buckets, one for each filter—like the range aggregation generates multiple buckets, one for each range. For more information about the filters aggregation, go to www.elastic.co/guide/en/elasticsearch/reference/current/search-aggregations-bucket-filters-aggregation.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Missing
      

      
      Most of the aggregations we’ve looked at so far make buckets of documents and get metrics from values of a field. If a document
         is missing that field, it won’t be part of the bucket and it won’t contribute to any metrics.
      

      
      For example, you might have a date_histogram aggregation on event dates, but some events have no date set yet. You can count them, too, through the missing aggregation:
      

      
      % curl "$URI?pretty&search_type=count" -d '{
"aggregations": {
  "event_dates": {
    "date_histogram": {
      "field": "date",
      "interval": "1M"
    }
  },
  "missing_date": {
    "missing": {
      "field": "date"
    }
  }
}}'

      
      As with other single-bucket aggregations, the missing aggregation allows you to nest other aggregations under it. For example, you can use the max aggregation to show the maximum number of people who intend to participate in a single event that doesn’t have a date set
         yet.
      

      
      There are other important single-bucket aggregations that we didn’t cover here, like the nested and reverse_nested aggregations, which allow you to use all the power of aggregations with nested documents.
      

      
      Using nested documents is one of the ways to work with relational data in Elasticsearch. The next chapter provides all you
         need to know about relations among documents, including nested documents and nested aggregations.
      

      
      
      
      
      
      7.5. Summary
      

      
      In this chapter, we covered the major aggregation types and how you can combine them to get insights about documents matching
         a query:
      

      
      

      
         
         	Aggregations help you get an overall view of query results by counting terms and computing statistics from resulting documents.
            
         

         
         	Aggregations are the new facets in Elasticsearch because there are more types of aggregations, and you can also combine them
            to get deeper insights into the data.
            
         

         
         	There are two main types of aggregations: bucket and metrics.
            
         

         
         	Metrics aggregations calculate statistics over a set of documents, such as the minimum, maximum, or average value of a numeric
            field.
            
         

         
         	Some metrics aggregations are calculated with approximation algorithms, which allows them to scale a lot better than exact
            metrics. The percentiles and cardinality aggregations work like this.
            
         

         
         	Bucket aggregations put documents into one or more buckets and return counters for those buckets—for example, the most frequent
            posters in a forum. You can nest sub-aggregations under bucket aggregations, making these sub-aggregations run one time for
            each bucket generated by the parent. You can use this nesting, for example, to get the average number of comments for blog
            posts matching each tag.
            
         

         
         	The top_hits aggregation can be used as a sub-aggregation to implement result grouping.
            
         

         
         	The terms aggregation is typically used for top frequent users/locations/items/... kinds of use cases. Other multi-bucket aggregations
            are variations of the terms aggregation, such as the significant_terms aggregation, which returns those words that appear more often in the query results than in the overall index.
            
         

         
         	The range and date_range aggregations are useful for categorizing numeric and date fields. The histogram and date_histogram aggregations are similar, but they use fixed intervals instead of manually defined ranges.
            
         

         
         	Single-bucket aggregations, such as the global, filter, filters, and missing aggregations, are used to change the document set on which other aggregations run, which defaults to the documents returned
            by the query.
            
         

         
      

      
      
      
      
      
      
      


Chapter 8. Relations among documents
      

      
      This chapter covers

      
      

      
         
         	Objects and arrays of objects
            
         

         
         	Nested mapping, queries, and filters
            
         

         
         	Parent mapping, has_parent, and has_child queries and filters
            
         

         
         	Denormalization techniques
            
         

         
      

      
      Some data is inherently relational. For example, with the get-together site we’ve used throughout the book, there are groups
         of people with the same interests and events organized by those groups. How might you search for groups that host events about
         a certain topic?
      

      
      If your data is flat structured, then you might as well skip this chapter and move on to scaling out, which will be discussed
         in chapter 9. This is typically the case for logs, where you have independent fields, such as timestamp, severity, and message. If, on
         the other hand, you have related entities in your data, such as blog posts and comments, users and products, and so on, then
         by now you may wonder how you should best represent those relationships in your documents so you can run queries and aggregations
         across those relationships.
      

      
      With Elasticsearch you don’t have joins like in an SQL database. As we’ll discuss in section 8.4 on denormalizing (duplicating data), that’s because having query-time joins in a distributed system is typically slow, and
         Elasticsearch strives to be real time and return query results in milliseconds. On the upside, there are multiple ways to
         define relationships in Elasticsearch. You can, for example, search for events based on their locations or search for groups
         based on properties of the events they host. We’ll explore all the possibilities for defining relationships among documents
         in Elasticsearch—object types, nested documents, parent-child relationships, and denormalizing—and we’ll explore the advantages
         and disadvantages of each in this chapter.
      

      
      
      8.1. Overview of options for defining relationships among documents
      

      
      First, let’s quickly define each of these approaches:

      
      

      
         
         	Object type— This allows you to have an object (with its own fields and values) as the value of a field in your document. For example,
            your address field for an event could be an object with its own fields: city, postal code, street name, and so on. You could even have an array of addresses if the same event happens in multiple cities.
            
         

         
         	Nested documents— The problem you may have with the object type is that all the data is stored in the same document, so matches for a search
            can go across subdocuments. For example, city=Paris AND street_name=Broadway could return an event that’s hosted in New York and Paris at the same time, even though there’s no Broadway street in Paris.
            Nested documents allow you to index the same JSON document but will keep your addresses in separate Lucene documents, making
            only searches like city=New York AND street_name=Broadway return the expected result.
            
         

         
         	Parent-child relationships between documents— This method allows you to use completely separate Elasticsearch documents for different types of data, like events and groups,
            but still define a relationship between them. For example, you can have groups as parents of events to indicate which event
            hosts which group. This will allow you to search for events hosted by groups in your area or for groups that host events about
            Elasticsearch.
            
         

         
         	Denormalizing— This is a general technique for duplicating data in order to represent relationships. In Elasticsearch, you’re likely to employ
            it to represent many-to-many relationships because other options work only on one-to-many. For example, all groups have members,
            and members could belong to multiple groups. You can duplicate one side of the relationship by including all the members of
            a group in that group’s document.
            
         

         
         	Application-side joins— This is another general technique where you deal with relationships from your application. It works well when you have less
            data and can afford to keep it normalized. For example, instead of duplicating members for all groups they’re part of, you
            could store them separately and include only their IDs in the groups. Then you’d run two queries: first, on members to filter those matching member criteria. Then you’d
            take their IDs and include them in the search criteria for groups.
            
         

         
      

      
      Before we dive into all the details of working with each possibility, we’ll provide an overview of them and their typical
         use cases.
      

      
      
      8.1.1. Object type
      

      
      The easiest way to represent a common interest group and the corresponding events is to use the object type. This allows you to put a JSON object or an array of JSON objects as the value of your field, like the following example:
      

      
      {
  "name": "Denver technology group",
  "events": [
    {
      "date": "2014-12-22",
      "title": "Introduction to Elasticsearch"
    },
    {
      "date": "2014-06-20",
      "title": "Introduction to Hadoop"
    }
  ]
}

      
      If you want to search for a group with events that are about Elasticsearch, you can search in the events.title field.
      

      
      Under the hood, Elasticsearch (or rather, Lucene) isn’t aware of the structure of each object; it only knows about fields
         and values. The document ends up being indexed as if it looked like this:
      

      
      {
  "name": "Denver technology group",
  "events.date": ["2014-12-22", "2014-06-20"],
  "events.title": ["Introduction to Elasticsearch", "Introduction to Hadoop"]
}

      
      Because of how they’re indexed, objects work brilliantly when you need to query only one field of the object at a time (generally
         one-to-one relationships), but when querying multiple fields (as is generally the case with one-to-many relationships), you
         might get unexpected results. For example, let’s say you want to filter groups hosting Hadoop meetings in December 2014. Your
         query can look like this:
      

      
      "bool": {
  "must": [
    {
      "term": {
        "events.title": "hadoop"
      }
    },
    {
      "range": {
        "events.date": {
          "from": "2014-12-01",
          "to": "2014-12-31"
        }
      }
    }
  ]
}

      
      This will match the sample document because it has a title that matches hadoop and a date that’s in the specified range. But this isn’t what you want: it’s the Elasticsearch event that’s in December;
         the Hadoop event is in June. Sticking with the default object type is the fastest and easiest approach to relations, but Elasticsearch
         is unaware of the boundaries between documents, as illustrated in figure 8.1.
      

      
      
      
      Figure 8.1. Inner object boundaries aren’t accounted for when storing, leading to unexpected results.
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      8.1.2. Nested type
      

      
      If you need to make sure such cross-object matches don’t happen, you can use the nested type, which will index your events in separate Lucene documents. In both cases, the group’s JSON document will look exactly the
         same, and applications will index each in the same way. The difference is in the mapping, which triggers Elasticsearch to
         index nested inner objects in adjacent but separate Lucene documents, as illustrated in figure 8.2. When searching, you’ll need to use nested filters and queries, which will be explored in section 8.2; those will search in all those Lucene documents.
      

      
      
      

      
      
      Figure 8.2. The nested type makes Elasticsearch index objects as separate Lucene documents.
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      In some use cases, it’s not a good idea to mash all the data in the same document as objects and nested types do. Take the
         case of groups and events: if a new event is organized by a group and all of that group’s data is in the same document, you’ll
         have to re-index the whole document for that event. This can hurt performance and concurrency, depending on how big those
         documents get and how often those operations are done.
      

      
      
      
      8.1.3. Parent-child relationships
      

      
      With parent-child relationships, you can use completely different Elasticsearch documents by putting them in different types
         and defining their relationship in the mapping of each type. For example, you can have events in one mapping type and groups
         in another and you can specify in the mapping that groups are parents of events. Also, when you index an event, you can point
         it to the group that it belongs to, as in figure 8.3. At search time, you can use has_parent or has_child queries and filters to take the other part of the relationship into account. We’ll discuss them later in this chapter as
         well.
      

      
      
      
      Figure 8.3. Different types of Elasticsearch documents can have parent-child relationships.
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      8.1.4. Denormalizing
      

      
      For any relational work, you have objects, nested documents, and parent-child relations. These work for one-to-one and one-to-many
         relationships—the kinds that have one parent with one or more children. There are also techniques that are not specific to
         Elasticsearch but are methods often employed by NoSQL data stores to overcome the lack of joins: one is denormalizing, which means a document will include data that’s related to it, even if the same data will have to be duplicated in another
         document. Another is doing joins in your application.
      

      
      For example, let’s take groups and their members. A group can have more than one member, and a user can be a member of more
         than one group. Both have their own set of properties. To represent this relationship, you can have groups as parents of the
         members. For users who are members of multiple groups, you can denormalize their data: once for each group they belong to, like in figure 8.4.
      

      
      
      
      Figure 8.4. Denormalizing is the technique of multiplying data to avoid costly relations.
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      Alternatively, you can keep groups and members separated and include only member IDs in group documents. You’d join groups
         and their members by using member IDs in your application, which works well if you have a small number of member IDs to query
         by, as shown in figure 8.5.
      

      
      
      

      
      
      Figure 8.5. You can keep your data normalized and do the joins in your application.
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      In the rest of this chapter, we’ll take a deeper look at each of these techniques: objects and arrays, and nested, parent-child,
         denormalizing, and application-side joins. You’ll learn how they work internally, how to define them in the mapping, how to
         index them, and how to search those documents.
      

      
      
      
      
      8.2. Having objects as field values
      

      
      As you saw back in chapter 2, documents in Elasticsearch can be hierarchical. For example, in the code samples, an event of the get-together site has
         its location as an object with two fields—name and geolocation:
      

      
      {
  "title": "Using Hadoop with Elasticsearch",
  "location": {
    "name": "SkillsMatter Exchange",
    "geolocation": "51.524806,-0.099095"
  }
}

      
      If you’re familiar with Lucene, you may ask yourself, “How can Elasticsearch documents be hierarchical when Lucene supports
         only flat structures?” With objects, Elasticsearch flattens hierarchies internally by putting each inner field with its full
         path as a separate field in Lucene. You can see the process in figure 8.6.
      

      
      
      

      
      
      Figure 8.6. JSON hierarchical structure stored as a flat structure in Lucene
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      Typically, when you want to search in an event’s location name, you’ll refer to it as location.name. We’ll look at that in section 8.2.2, but before we go into searching, let’s define a mapping and see how to index some documents.
      

      
      
      8.2.1. Mapping and indexing objects
      

      
      By default, inner object mappings are automatically detected. In listing 8.1 you’ll index a hierarchical document and see how the detected mapping looks. If those events documents look familiar to you,
         it’s because the code samples store the location of an event in an object, too. You can go to https://github.com/dakrone/elasticsearch-in-action to get the code samples now if you haven’t done so already.
      

      
      Listing 8.1. Inner JSON objects mapped as the object type
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      You can see that the inner object has a list of properties just like the root JSON object has. You configure field types from inner objects in the same way you do for fields in the
         root object. For example, you can upgrade location.address to have multiple fields, as you saw in chapter 3. This will allow you to index the address in different ways, such as having a not_analyzed version for exact matches in addition to the default analyzed version.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If you need to look at core types or how to use multi-fields, you can revisit chapter 3. For more details on analysis, go back to chapter 5.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The mapping for a single inner object will also work if you have multiple such objects in an array. For example, if you index
         the following document, the mapping from listing 8.1 will stay the same:
      

      
      {
  "title": "Introduction to objects",
  "location": [
    {
      "name": "Elasticsearch in Action book",
      "address": "chapter 8"
    },
    {
      "name": "Elasticsearch Guide",
      "address": "elasticsearch/reference/current/mapping-object-type.html"
    }
  ]
}'

      
      To summarize, working with objects and arrays of objects in the mapping is very much like working with the fields and arrays
         you saw in chapter 3. Next we’ll look at searches, which also work like the ones you saw in chapters 4 and 6.
      

      
      
      
      8.2.2. Searching in objects
      

      
      By default, Elasticsearch will recognize and index hierarchical JSON documents with inner objects without defining anything
         up front. As you can see in figure 8.7, the same goes for searching. By default, you have to refer to inner objects by specifying the path to the field you’re looking
         at, such as location.name.
      

      
      
      
      Figure 8.7. You can search in an object’s field by specifying that field’s full path.
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      As you worked through chapters 2 and 4, you indexed documents from the code samples. You can now search through events happening in offices, as in listing 8.2, where you’ll specify the full path of location.name as the field to search on.
      

      
      
         
            
         
         
            
               	
            

         
      

      TIP

      
      
      If you didn’t index the documents from the code samples yet, you can do it now by cloning the repository at https://github.com/dakrone/elasticsearch-in-action and running the populate.sh script.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Listing 8.2. Searching in location.name from events indexed by the code samples
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      Aggregations
      

      
      While searching, treat object fields like location.name in the same way as any other field. This also works with the aggregations that you saw in chapter 7. For example, the following terms aggregation gets the most-used words in the location.name field to help you build a word cloud:
      

      
      % curl "localhost:9200/get-together/event/_search?pretty" -d '{
"aggregations" : {
  "location_cloud" : {
    "terms" : {
      "field" : "location.name"
    }
  }
}}'

      
      
      
      Objects work best for one-to-one relationships
      

      
      One-to-one relationships are the perfect use case for objects: you can search in the inner object’s fields as if they were
         fields in the root document. That’s because they are! At the Lucene level, location.name is another field in the same flat structure.
      

      
      You can also have one-to-many relationships with objects by putting them in arrays. For example, take a group with multiple
         members. If each member had its own object, you’d represent them like this:
      

      
      "members": [
  {
    "first_name": "Lee",
    "last_name": "Hinman"
  },
  {
    "first_name": "Radu",
    "last_name": "Gheorghe"
  }
]

      
      You can still search for members.first_name:lee and it will match “Lee” as expected. But you need to keep in mind that in Lucene the structure of the document looks more
         like this:
      

      
      "members.first_name": ["Lee", "Radu"],
"members.last_name": ["Hinman", "Gheorghe"]

      
      It only works well if you search in one field, even if you have multiple criteria. If you search for members.first_name:lee AND members.last_name:gheorghe, the document will still match because it matches each of those two criteria. This happens even though there’s no member
         named Lee Gheorghe because Elasticsearch throws everything in the same document and it’s not aware of boundaries between objects.
         To have Elasticsearch understand those boundaries, you can use the nested type, covered next.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using objects to define document relationships: pros and cons
         
         Before moving on, here’s a quick recap of why you should (or shouldn’t) use objects. The plus points:

         
         

         
            
            	They’re easy to use. Elasticsearch detects them by default; in most cases you don’t have to define anything special up front
               to index objects.
               
            

            
            	You can run queries and aggregations on objects as you would do with flat documents. That’s because at the Lucene level they
               are flat documents.
               
            

            
            	No joins are involved. Because everything is in the same document, using objects will give you the best performance of any
               of the options discussed in this chapter.
               
            

            
         

         
         The downsides:

         
         

         
            
            	There are no boundaries between objects. If you need such functionality, you need to look at other options—nested, parent-child,
               and denormalizing—and eventually combine them with objects if it suits your use case.
               
            

            
            	Updating a single object will re-index the whole document.
               
            

            
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
      8.3. Nested type: connecting nested documents
      

      
      The nested type is defined in the mapping in much the same way as the object type, which we’ve already discussed. Internally,
         nested documents are indexed as different Lucene documents. To indicate that you want to use the nested type instead of the
         object type, you have to set type to nested, as you’ll see in section 8.3.1.
      

      
      From an application’s perspective, indexing nested documents is the same as indexing objects because the JSON document indexed
         as an Elasticsearch document looks the same. For example:
      

      
      {
  "name": "Elasticsearch News",
  "members": [
    {
      "first_name": "Lee",
      "last_name": "Hinman"
    },
    {
      "first_name": "Radu",
      "last_name": "Gheorghe"
    }
  ]
}

      
      At the Lucene level, Elasticsearch will index the root document and all the members objects in separate documents. But it will put them in a single block, as shown in figure 8.8.
      

      
      
      
      Figure 8.8. A block of documents in Lucene storing the Elasticsearch document with nested-type objects
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      Documents of a block will always stay together, ensuring they get fetched and queried with the minimum number of operations.

      
      Now that you know how nested documents work, let’s see how to make Elasticsearch use them. You have to specify that you want
         them nested at index time and at search time:
      

      
      

      
         
         	Inner objects must have a nested mapping, to get them indexed as separate documents in the same block.
            
         

         
         	Nested queries and filters must be used to make use of those blocks while searching.
            
         

         
      

      
      We’ll discuss how you can do each in the next two sections.

      
      
      8.3.1. Mapping and indexing nested documents
      

      
      The nested mapping looks similar to the object mapping, except instead of the type being object, you have to make it nested. In the following listing you’ll define a mapping with a nested type field and index a document that contains an array of nested objects.
      

      
      Listing 8.3. Mapping and indexing nested documents
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      JSON objects with the nested mapping, like the ones you indexed in this listing, allow you to search them with nested queries and filters. We’ll explore those searches in a bit, but the thing to remember now is that nested queries and filters
         allow you to search within the boundaries of such documents. For example, you’ll be able to search for groups with members
         with the first name “Lee” and the last name “Hinman.” Nested queries won’t do cross-object matches, thus avoiding unexpected
         matches such as “Lee” with the last name “Gheorghe.”
      

      
      
      Enabling cross-object matches
      

      
      In some situations, you might need cross-object object matches as well. For example, if you’re searching for a group that
         has both Lee and Radu, a query like this would work for the regular JSON objects we discussed in the section on object type:
      

      
      "query": {
  "bool": {
    "must": [
      {
        "term": {
          "members.first_name": "lee"
        }
      },
      {
        "term": {
          "members.first_name": "radu"
        }
      }
    ]
  }
}

      
      This query would work because when you have everything in the same document, both criteria will match.
      

      
      With nested documents, a query structured this way won’t work because members objects would be stored in separate Lucene documents. And there’s no members object that will match both criteria: there’s one for Lee and one for Radu, but there’s no document containing both.
      

      
      In such situations, you might want to have both: objects for when you want cross-object matches and nested documents for when
         you want to avoid them. Elasticsearch lets you do that through a couple of mapping options: include_in_root and include_in_parent.
      

      
      
      
      include_in_root
      

      
      Adding include_in_root to your nested mapping will index the inner members objects twice: one time as a nested document and one time as an object within the root document, as shown in figure 8.9.
      

      
      
      
      Figure 8.9. With include_in_root, fields of nested documents are indexed in the root document, too.
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      The following mapping will let you use nested queries for the nested documents and regular queries for when you need cross-object
         matches:
      

      
      "members": {
  "type": "nested",
  "include_in_root": true,
  "properties": {
    "first_name": { "type": "string" },
    "last_name": { "type": "string" }
  }
}

      
      
      
      include_in_parent
      

      
      Elasticsearch allows you to have multiple levels of nested documents. For example, if your group can have members as its nested
         children, members can have children of their own, such as the comments they posted on that group. Figure 8.10 illustrates this hierarchy.
      

      
      
      

      
      
      Figure 8.10. include_in_parent indexes a nested document’s field into the immediate parent, too.
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      With the include_in_root option you just saw, you can add the fields at any level to the root document—in this case, the grandparent. There’s also
         an include_in _parent option, which allows you to index the fields of one nested document into the immediate parent document. For example, the
         following listing will include the comments in the members documents.
      

      
      
      
      Listing 8.4. Using include_in_parent when there are multiple nested levels
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      By now you’re probably wondering how you’d query these nested structures. This is exactly what we’ll look at next.

      
      
      
      
      8.3.2. Searches and aggregations on nested documents
      

      
      As with mappings, when you run searches and aggregations on nested documents you’ll need to specify that the objects you’re
         looking at are nested. There are nested queries, filters, and aggregations that help you achieve this. Running these special queries and aggregations will trigger
         Elasticsearch to join the different Lucene documents within the same block and treat the resulting data as the same Elasticsearch
         document.
      

      
      The way to search within nested documents is to use the nested query or nested filter. As you might expect after chapter 4, these are equivalent, with the traditional differences between queries and filters:
      

      
      

      
         
         	Queries calculate score; thus they’re able to return results sorted by relevance.
            
         

         
         	Filters don’t calculate score, making them faster and easier to cache.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      In particular, the nested filter isn’t cached by default. You can change this by setting _cache to true, as you can do in all filters.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      If you want to run aggregations on nested fields—for example, to get the most frequent group members—you’ll have to wrap them
         in a nested aggregation. If sub-aggregations have to refer to the parent Lucene document—like showing top group tags for each member—you
         can go up the hierarchy with the reverse_nested aggregation.
      

      
      
      Nested query and filter
      

      
      When you run a nested query or filter, you need to specify the path argument to tell Elasticsearch where in the Lucene block those nested objects are located. In addition to that, your nested query or filter will wrap a regular query or filter, respectively. In the next listing, you’ll search for members with the
         first name “Lee” and the last name “Gheorghe,” and you’ll see that the document indexed in listing 8.3 won’t match because you have only Lee Hinman and Radu Gheorghe and no member called Lee Gheorghe.
      

      
      
      
      Listing 8.5. Nested query example
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      A nested filter would look exactly the same as the nested query you just saw. You’ll have to replace the word query with filter.
      

      
      
      
      
      Searching in multiple levels of nesting
      

      
      Elasticsearch also allows you to have multiple levels of nesting. For example, back in listing 8.4, you added a mapping that nests on two levels: members and their comments. To search in the comments-nested documents, you’d
         have to specify members.comments as the path, as shown in the following listing.
      

      
      
      
      Listing 8.6. Indexing and searching multiple levels of nested documents
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      Aggregating scores of nested objects
      

      
      The nested query calculates the score, but we didn’t mention how. Let’s say you have three members in a group: Lee Hinman, Radu Gheorghe,
         and another guy called Lee Smith. If you have a nested query for “Lee,” it will match two members. Each inner member document will get its own score, depending on how well it matches
         the criteria. But the query coming from the application is for group documents, so Elasticsearch will need to give back a
         score for the whole group document. At this point, there are four options, which can be specified with the score_mode option:
      

      
      

      
         
         	avg— This is the default option, which will take the scores of the matching inner documents and return their average score.
            
         

         
         	total— This will sum up the matching inner documents’ scores and return it, which is useful when the number of matches counts.
            
         

         
         	max— The maximum inner document score is returned.
            
         

         
         	none— No score is kept or counted toward the total document score.
            
         

         
      

      
      If you’re thinking that there are too many options for including the nested type in the root or parent and the score options,
         see table 8.1 for a quick references on all those options and when they’re useful.
      

      
      Table 8.1. Nested type options
      

      
         
            
            
            
         
         
            
               	
                  Option

               
               	
                  Description

               
               	
                  Example

               
            

         
         
            
               	include_in_parent: true
               	Indexes the nested document in the parent document, too."first_name:Lee AND last_name:Hinman", for which you need the nested
                  type, as well as "first_name:Lee AND first_name:Radu", for which you need the object type.
               
               	 
            

            
               	include_in_root: true
               	Indexes the nested document in the root document.
               	Same scenario as previously, but you have multiple layers; for example, event>members>comments.
            

            
               	score_mode: avg
               	Average score of matching nested documents count.
               	Search for groups hosting events about Elasticsearch.
            

            
               	score_mode: total
               	Sums up nested document scores.
               	Search for groups hosting most events that have to do with Elasticsearch.
            

            
               	score_mode: max
               	Maximum nested document score.
               	Search for groups hosting top events about Elasticsearch.
            

            
               	score_mode: none
               	No score counts towards the total score.
               	Filter groups hosting events about Elasticsearch. Use the nested filter instead.
            

         
      

      
      
      
      Getting which inner document matched
      

      
      When you index big documents with many nested subdocuments in them, you might wonder which of the nested documents matched
         a specific nested query—in this case, which of the group members matched a query looking for lee in first_name. Starting with Elasticsearch 1.5, you can add an inner_hits object within your nested query or filter to show the matching nested documents. Like your main search request, it supports
         options such as from and size:
      

      
      "query": {
  "nested": {
    "path": "members",
    "query": {
      "term": {
        "members.first_name": "lee"
      }
    },
    "inner_hits": {
      "from": 0,
        "size": 1
    }
  }
}

      
      The reply will contain an inner_hits object for each matching document, looking much like a regular query reply, except that each document is a nested subdocument:
      

      
            "_source":{
        "name": "Elasticsearch News",
[...]
      "inner_hits" : {
        "members" : {
          "hits" : {
            "total" : 1,
            "max_score" : 1.4054651,
            "hits" : [ {
              "_index" : "get-together",
              "_type" : "group-nested",
              "_id" : "1",
              "_nested" : {
                "field" : "members",
                "offset" : 0
              },
              "_score" : 1.4054651,
              "_source":{"first_name":"Lee","last_name":"Hinman"}
            } ]
          }
        }

      
      In order to identify the subdocument, you can look at the _nested object. field is the path of the nested object, and offset shows the location of that nested document in the array. In this case, Lee is the first member.
      

      
      
      
      Nested sorting
      

      
      In most use cases you’d sort root documents by score, but you can also sort them based on numeric values of inner nested documents.
         This would be done in a similar way to sorting on other fields, as you saw in chapter 6. For example, if you have a price aggregator site with products as root documents and offers from various shops as nested
         documents, you can sort on the minimum price of each offer. Similar to the score_mode option you’ve seen before, you can specify a mode option and take the min, max, sum, or avg value of nested documents as the sort value for the root document:
      

      
      "sort": [
  {
  "offers.price": {
      "mode":  "min",
      "order": "asc"
    }
  }
]

      
      Elasticsearch will be smart about it and figure out that offers.price is located in the offers object (if that’s what you defined in the mapping) and access the price field under those nested documents for sorting.
      

      
      
      
      Nested and reverse nested aggregations
      

      
      In order to do aggregations on nested type objects, you have to use the nested aggregation. This is a single-bucket aggregation, where you indicate the path to the nested object containing your field.
         As shown in figure 8.11, the nested aggregation triggers Elasticsearch to do the necessary joins in order for other aggregations to work properly on the indicated
         path.
      

      
      
      

      
      
      Figure 8.11. Nested aggregation doing necessary joins for other aggregations to work on the indicated path
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      For example, you’d normally run a terms aggregation on a member name field in order to get the top users by the number of groups they’re part of. If that name field is stored within the members nested type object, you’ll wrap that terms aggregation in a nested aggregation that has the path set to members:
      

      
      % curl "localhost:9200/get-together/group/_search?pretty" -d '{
  "aggregations" : {
    "members" : {
      "nested" : {
        "path" : "members"
      },
      "aggregations" : {
        "frequent_members" : {
          "terms" : {
            "field" : "members.name"
          }
        }
      }
    }
  }
}'

      
      You can put more aggregations under the members nested aggregation and Elasticsearch will know to look in the members type for all of them.
      

      
      There are use cases where you’d need to navigate back to the parent or root document. For example, you want each of the obtained
         frequent members to show the top group tags. To do that, you’ll use the reverse_nested aggregation, which will tell Elasticsearch to go up the nested hierarchy:
      

      
      "frequent_members" : {
  "terms" : {
    "field" : "members.name"
  },
  "aggregations": {
    "back_to_group": {
      "reverse_nested": {},
      "aggregations": {
        "tags_per_member": {
          "terms": {
            "field": "tags"
          }
        }
      }
    }
  }
}

      
      The nested and reverse_nested aggregations can effectively be used to tell Elasticsearch in which Lucene document to look for the fields of the next aggregation.
         This gives you the flexibility to use all the aggregation types you saw in chapter 7 for nested documents, just as you could use them for objects. The only downside of this flexibility is the performance ópenalty.
      

      
      
      
      Performance considerations
      

      
      We’ll cover performance in more detail in chapter 10, but in general you can expect nested queries and aggregations to be slower than their object counterparts. That’s because
         Elasticsearch needs to do some extra work to join multiple documents within a block. But because of the underlying implementation
         using blocks, these queries and aggregations are much faster than they would be if you had to join completely separate Elasticsearch
         documents.
      

      
      This block implementation also has its drawbacks. Because nested documents are stuck together, updating or adding one inner
         document requires re-indexing the whole ensemble. Applications also work with nested documents in a single JSON.
      

      
      If your nested documents become big, as they would in a get-together site if you had one document per group and all its events
         nested, a better option might be to use separate Elasticsearch documents and define parent-child relations between them.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using nested type to define document relationships: pros and cons
         
         Before moving on, here’s a quick recap of why you should (or shouldn’t) use nested documents. The plus points:

         
         

         
            
            	Nested types are aware of object boundaries: no more matches for “Radu Hinman”!
               
            

            
            	You can index the whole document at once, as you would with objects, after you define your nested mapping.
               
            

            
            	Nested queries and aggregations join the parent and child parts, and you can run any query across the union. No other option
               described in this chapter provides this feature.
               
            

            
            	Query-time joins are fast because all Lucene documents making the Elasticsearch document are together in the same block in
               the same segment.
               
            

            
            	You can include child documents in parents to get all the functionality from objects if you need it. This functionality is
               transparent for your application.
               
            

            
         

         
         The downsides:

         
         

         
            
            	Queries will be slower than their object equivalents. If objects provide you all the needed functionality, they’re the better
               option because they’re faster.
               
            

            
            	Updating a child will re-index the whole document.
               
            

            
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
      8.4. Parent-child relationships: connecting separate documents
      

      
      Another option for defining relationships among data in Elasticsearch is to define a type within an index as a child of another
         type of the same index. This is useful when documents or relations need to be updated often. You’d define the relationship
         in the mapping through the _parent field. For example, you can see in the mapping.json file from the book’s code samples that events are children of groups,
         as illustrated in figure 8.12.
      

      
      
      
      Figure 8.12. The relationship between events and groups as it’s defined in the mapping
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      Once you have this relationship defined in the mapping, you can start indexing documents. The parents (group documents in
         this case) are indexed normally. For children (events in this example) you need to specify the parent’s ID in the _parent field. This will basically point the event to its group and allow you to search for groups that include some event’s criteria
         or the other way around, like figure 8.13.
      

      
      
      

      
      
      Figure 8.13. The _parent field of each child document is pointing to the _id field of its parent.
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      Compared to the nested approach, searches are slower. With nested documents, the fact that all inner objects are Lucene documents
         in the same block pays dividends because they can be joined easily into the root document. Parent and child documents are
         completely different Elasticsearch documents, so they have to be searched for separately.
      

      
      The parent-child approach shines when it comes to indexing, updating, and deleting documents. Because parent and child documents
         are different Elasticsearch documents, they can be managed separately. For example, if a group has many events and you need
         to add a new one, you add that new event document. Using the nested-type approach, Elasticsearch will have to re-index the
         group documents with the new event and all existing events, which is much slower.
      

      
      A parent document can already be indexed or not when you index its child. This is useful when you have lots of new documents
         and you want to index them asynchronously. For example, you can index events on your website generated by users and also index
         the users. Events may come from your logging system, and users may be synchronized from a database. You don’t need to worry
         about making sure a user exists before you can index an event that will have that user as a parent. If the user doesn’t exist,
         the event is indexed anyway.
      

      
      But how would you index parent and child documents in the first place? This is what we’ll explore next.

      
      
      
      8.4.1. Indexing, updating, and deleting child documents
      

      
      We’ll only worry about child documents here because parents are indexed like any other document you’ve indexed so far. It’s
         the child documents that must point to their parents via the _parent field.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Parents of a document type can be children of another type. You can have multiple levels of such relationships, just as you
         can with nested type. You can even combine them. For example, a group can have its members stored as nested type and events
         separately stored as their children.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      When it comes to child documents, you have to define the _parent field in the mapping, and when indexing, you must specify the parent’s ID in the _parent field. The parent’s ID and type will also serve as the child’s routing value.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Routing and routing values
         
         You may recall from chapter 2 how indexing operations get distributed to shards by default: each document you index has an ID, and that ID gets hashed.
            At the same time, each shard of the index has an equal slice of the total range of hashes. The document you index goes to
            the shard that has that document’s hashed ID in its range.
         

         
         The hashed ID is called the routing value, and the process of assigning a document to a shard is called routing. Because each ID is different and you hash them all, the default routing mechanism will evenly balance documents between
            shards.
         

         
         You can also specify a custom routing value. We’ll go into the details of using custom routing in chapter 9, but the basic idea is that Elasticsearch hashes that routing value and not the document’s ID to determine the shard. You’d
            use custom routing when you wanted to make sure multiple documents are in the same shard because hashing the same routing
            value will always give you the same hash.
         

         
         Custom routing becomes useful when you start searching because you can provide a routing value to your query. When you do,
            Elasticsearch goes only to the shard that corresponds to that routing value, instead of querying all the shards. This reduces
            the load in your cluster a lot and is typically used for keeping each user’s documents together.
         

         
         The _parent field provides Elasticsearch with the ID and type of the parent document, which lets it route the child documents to the
            same hash as the parent document. _parent is essentially a routing value, and you benefit from it when searching. Elasticsearch will automatically use this routing
            value to query only the parent’s shard to get its children or the child’s shard to get its parent.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The common routing value makes all the children of the same parent land in the same shard as the parent itself. When searching,
         all the correlations that Elasticsearch has to do between a parent and its children happen on the same node. This is much
         faster than broadcasting all the child documents over the network in search of a parent. Another implication of routing is
         that when you update or delete a child document, you need to specify the _parent field.
      

      
      Next we’ll look at how you’d practically do all those things:
      

      
      

      
         
         	Define the _parent field in the mapping.
            
         

         
         	Index, update, and delete child documents by specifying the _parent field.
            
         

         
      

      
      
      Mapping
      

      
      The next listing shows the relevant part of the events mapping from the code samples. The _parent field has to point to the parent type—in this case, group.
      

      
      
      
      Listing 8.7. _parent mapping from the code samples
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      Indexing and retrieving
      

      
      With the mapping in place, you can start indexing documents. Those documents have to contain the parent value in the URI as a parameter. For your events, that value is the document ID of the groups they belong to, such as where
         you have 2 for the Elasticsearch Denver group:
      

      
      % curl -XPOST 'localhost:9200/get-together/event/1103?parent=2' -d '{
  "host": "Radu,
  "title": "Yet another Elasticsearch intro in Denver"
}'

      
      The _parent field is stored so you can retrieve it later, and it’s also indexed so you can search on its value. If you look at the contents
         of _parent for a group, you’ll see the type you defined in the mapping as well as the group ID you specified when indexing.
      

      
      To retrieve an event document, you run a normal index request, and you also have to specify the _parent value:
      

      
      % curl 'localhost:9200/get-together/event/1103?parent=2&pretty'
{
  "_index" : "get-together",
  "_type" : "event",
  "_id" : "1103",
  "_version" : 1,
  "found" : true, "_source" : {
  "host": "Radu",
  "title": "Yet another Elasticsearch intro in Denver"
  }
}

      
      The _parent value is required because you can have multiple events with the same ID pointing to different groups. But the _parent and _id combination is unique. If you try to get the child document without specifying its parent, you’ll get an error saying that
         a routing value is required. The _parent value is that routing value Elasticsearch is waiting for:
      

      
      % curl 'localhost:9200/get-together/event/1103?pretty'
{
  "error" : "RoutingMissingException[routing is required for [get-together]/
     [event]/[1103]]",
  "status" : 400
}

      
      
      
      Updating
      

      
      You’d update a child document through the update API, in a similar way to what you did in chapter 3, section 3.5. The only difference here is that you have to provide the parent again. As in the case of retrieving an event document, the
         parent is needed to get the routing value of the event document you’re trying to change. Otherwise, you’d get the same RoutingMissingException you had earlier when trying to retrieve the document without specifying a parent.
      

      
      The following snippet adds a description to the document you just indexed:

      
      curl -XPOST 'localhost:9200/get-together/event/1103/_update?parent=2' -d '{
  "doc": {
    "description": "Gives an overview of Elasticsearch"
  }
}'

      
      
      
      Deleting
      

      
      To delete a single event document, run a delete request like in chapter 3, section 3.6.1, and add the parent parameter:
      

      
      curl -XDELETE 'localhost:9200/get-together/event/1103?parent=2'

      
      Deleting by query works as before: documents that match get deleted. This API doesn’t need parent values and it doesn’t take
         them into account, either:
      

      
      curl -XDELETE 'http://localhost:9200/get-together/event/_query?q=host:radu'

      
      Speaking of queries, let’s look at how you can search across parent-child relations.

      
      
      
      
      8.4.2. Searching in parent and child documents
      

      
      With parent-child relations, like those you have with groups and their events, you can search for groups and add event criteria
         or the other way around. Let’s see what the actual queries and filters are that you’ll use:
      

      
      

      
         
         	has_child queries and filters are useful in searching for parents with criteria from their children—for example, if you need groups
            hosting events about Elasticsearch.
            
         

         
         	has_parent queries and filters are useful when searching for children with criteria from their parents—for example, events that happen
            in Denver because location is a group property.
            
         

         
      

      
      
      has_child query and filter
      

      
      If you want to search in groups hosting events about Elasticsearch, you can use the has_child query or filter. The classic difference here is that filters don’t care about scoring.
      

      
      A has_child filter can wrap another filter or a query. It runs that filter or query against the specified child type and collects the
         matches. The matching children contain the IDs of their parents in the _parent field. Elasticsearch collects those parent IDs and removes the duplicates—because the same parent ID can appear multiple
         times, once for each child—and returns the list of parent documents. The whole process is illustrated in figure 8.14.
      

      
      
      

      
      
      Figure 8.14. The has_child filter first runs on children and then aggregates the results into parents, which are returned.
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      In Phase 1 of the figure, the following actions take place:

      
      

      
         
         	The application runs a has_child filter, requesting group documents with children of type event that have “Elasticsearch” in their title.
            
         

         
         	The filter runs on the event type for documents matching “Elasticsearch.”
            
         

         
         	The resulting event documents point to their respective parents. Multiple events can point to the same group.
            
         

         
      

      
      In Phase 2, Elasticsearch gathers all the unique group documents and returns them to the application.

      
      The filter from figure 8.14 would look like this:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
"query": {
  "filtered": {
    "filter": {
      "has_child": {
        "type": "event",
        "filter": {
          "term": {
            "title": "elasticsearch"
          }
        }
      }
    }
  }
}}'

      
      The has_child query runs in a similar way to the filter, except it can give a score to each parent by aggregating child document scores.
         You’d do that by setting score_mode to max, sum, avg, or none, as you can do with nested queries.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      If the has_child filter can wrap a filter or a query, the has_child query can only wrap another query.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      For example, you can set score_mode to max and get the following query to return groups ordered by which one hosts the most relevant event about Elasticsearch:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
"query": {
  "has_child": {
    "type": "event",
    "score_mode": "max",
    "query": {
      "term": {
        "title": "elasticsearch"
      }
    }
  }
}}'

      
      
         
            
         
         
            
               	
            

         
      

      Warning

      
      
      In order for has_child queries and filters to remove parent duplicates quickly, it caches their IDs in the field cache we introduced in chapter 6. This may take a lot of JVM heap if you have lots of parent matches for your queries. This will be less of a problem once
         you can have doc values for the _parent field, as described for this issue: https://github.com/elastic/elasticsearch/issues/6107.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Getting the child documents in the results
      

      
      By default, only the parent documents are returned by the has_child query, not the children that match. You can get the children as well by adding the inner_hits option you saw earlier for nested documents:
      

      
      "query": {
  "has_child": {
    "type": "event",
    "query": {
      "term": {
        "title": "elasticsearch"
      }
    },
    "inner_hits": {}
  }
}

      
      As with nested documents, the reply for each matching group will also contain matching events, except that now events are
         separate documents and have their own ID instead of an offset:
      

      
        "name": "Elasticsearch Denver",
[...]
      "inner_hits" : {
        "event" : {
          "hits" : {
            "total" : 2,
            "max_score" : 0.9581454,
            "hits" : [ {
              "_index" : "get-together",
              "_type" : "event",
              "_id" : "103",
              "_score" : 0.9581454,
              "_source":{
  "host": "Lee",
  "title": "Introduction to Elasticsearch",

      
      
      
      has_parent query and filter
      

      
      has_parent is, as you might expect, the opposite of has_child. You use it when you want to search for events but include criteria from the groups they belong to.
      

      
      The has_parent filter can wrap a query or a filter. It runs on the "type" that you provide, takes the parent results, and returns the children, pointing to their IDs from their _parent field.
      

      
      The following listing shows how to search for events about Elasticsearch, but only if they happen in Denver.

      
      
      
      Listing 8.8. has_parent query to find Elasticsearch events in Denver
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      Because a child only has a parent, there are no scores to aggregate, as would be the case with has_child. By default, has_parent has no influence on the child’s score ("score_mode": "none"). You can change "score_mode" to "score" to make events inherit the score of their parent groups.
      

      
      Like the has_child queries and filters, has_parent queries and filters have to load parent IDs in field data to support fast lookups. That being said, you can expect all those
         parent/child queries to be slower than the equivalent nested queries. It’s the price you pay for being able to index and search
         all the documents independently.
      

      
      Another similarity with has_child queries and filters is the fact that has_parent returns, by default, only one side of the relationship—in this case, the child documents. From Elasticsearch 1.5, you can fetch the parents as well by adding the inner_hits object to the query.
      

      
      
      
      children aggregation
      

      
      With version 1.4, a children aggregation was introduced, which allows you to nest aggregations on child documents under those you make on parent documents.
         Let’s say that you already get the most popular tags for your get-together groups through the terms aggregation. For each of those tags, you also need the most frequent attendees to events belonging to each tag’s groups.
         In other words, you want to see the people with strong preferences toward specific categories of events.
      

      
      You’ll get these people in the following listing by nesting a children aggregation under your top-tags terms aggregation. Under the children aggregation, you’ll nest another terms aggregation that will count the number of attendees for each tag.
      

      
      Listing 8.9. Combining parent and child aggregations
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      Note

      
      
      
      You may have noticed that the children aggregation is similar to the nested aggregation—it passes child documents to the aggregations within it. Unfortunately, at least up to version 1.4, Elasticsearch
         doesn’t provide a parent-child equivalent of the reverse nested aggregation to allow you to do the opposite: pass parent documents to the aggregations within it.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      You can think of nested documents as index-time joins and parent-child relations as query-time joins. With nested, a parent
         and all its children are joined in a single Lucene block when indexing. By contrast, the _parent field allows different types of documents to be correlated at query time.
      

      
      Nested and parent-child structures are good for one-to-many relationships. For many-to-many relationships, you’ll have to
         employ a technique common in the NoSQL space: denormalizing.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using parent-child designation to define document relationships: pros and cons
         
         Before moving on, here’s a quick recap of why you should or shouldn’t use parent-child relationships. The plus points:

         
         

         
            
            	Children and parents can be updated separately.
               
            

            
            	Query-time join performance is better than if you did joins in your application because all related documents are routed to
               the same shard and joins are done at the shard level without adding network hops.
               
            

            
         

         
         The downsides:

         
         

         
            
            	Queries are more expensive than the nested equivalent and need more memory than field data.
               
            

            
            	Aggregations can only join child documents to their parents and not the other way around, at least up to version 1.4.
               
            

            
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
      8.5. Denormalizing: using redundant data connections
      

      
      Denormalizing is about multiplying data in order to avoid expensive joins. Let’s take an example we’ve already discussed:
         groups and events. It’s a one-to-many relationship because an event can be hosted by only one group, and one group can host
         many events.
      

      
      With parent-child or nested structures, groups and events are stored in different Lucene documents, as shown in figure 8.15.
      

      
      
      
      Figure 8.15. Hierarchical relationship (nested or parent-child) between different Lucene documents
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      This relationship can be denormalized by adding the group info to all the events, as shown in figure 8.16.
      

      
      
      
      Figure 8.16. Hierarchical relationship denormalized by copying group information to each event
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      Next we’ll look at how and when denormalizing helps and how you’d concretely index and query denormalized data.

      
      
      8.5.1. Use cases for denormalizing
      

      
      Let’s start with the disadvantages: denormalized data takes more space and is more difficult to manage than normalized data.
         In the example from figure 8.16, if you change the group’s details, you have to update three documents because those details appear three times.
      

      
      On the positive side, you don’t have to join different documents when you query. This is particularly important in distributed
         systems because having to join documents across the network introduces big latencies, as you can see in figure 8.17.
      

      
      
      
      Figure 8.17. Joining documents across nodes is difficult because of network latency.
      

      
      [image: ]

      
      
      Nested and parent-child documents get around this by making sure a parent and all its children are stored in the same node,
         as shown in figure 8.18:
      

      
      

      
         
         	Nested documents are indexed in Lucene blocks, which are always together in the same segment of the same shard.
            
         

         
         	Child documents are indexed with the same routing value as their parents, making them belong to the same shard.
            
         

         
      

      
      
      

      
      
      Figure 8.18. Nested/parent-child relations make sure all joins are local.
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      Denormalizing one-to-many relations
      

      
      Local joins done with nested and parent-child structures are much, much faster than remote joins could be. Still, they’re
         more expensive than having no joins at all. This is where denormalizing can help, but it implies that there’s more data. Your
         indexing operations will cause more load because you’ll index more data and queries will run on larger indices, making them
         slower.
      

      
      You can see that there’s a tradeoff when it comes to choosing among nested, parent-child, and denormalizing. Typically, you’ll
         denormalize for one-to-many relations if your data is fairly small and static and you have lots of queries. This way, disadvantages
         hurt less—index size is acceptable and there aren’t too many indexing operations—and avoiding joins should make queries faster.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If performance is important to you, take a look at chapter 10, which is all about indexing and searching fast.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Denormalizing many-to-many relationships
      

      
      Many-to-many relationships are dealt with differently than one-to-many relationships in Elasticsearch. For example, a group
         can contain multiple members, and a person could be a member of multiple groups.
      

      
      Here denormalizing is a much better proposition because unlike one-to-many implementations of nested and parent-child, Elasticsearch
         can’t promise to contain many-to-many relationships in a single node. As shown in figure 8.19, a single relationship may expand to your whole dataset. This would make expensive, cross-network joins inevitable.
      

      
      
      

      
      
      Figure 8.19. Many-to-many relationships can contain a huge amount of data, making local joins impossible.
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      Because of how slow cross-network joins would be, as of version 1.5, denormalizing is the only way to represent many-to-many
         relationships in Elasticsearch. Figure 8.20 shows how the structure of figure 8.19 looks when members are denormalized as children of each group they belong to. We denormalize one side of the many-to-many
         relationship into more one-to-many relationships.
      

      
      
      

      
      
      Figure 8.20. Many-to-many relation denormalized into multiple one-to-many relations, allowing local joins
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      Next we’ll look at how you can index, update, and query a structure like the one in figure 8.20.
      

      
      
      
      
      8.5.2. Indexing, updating, and deleting denormalized data
      

      
      Before you start indexing, you have to decide how you want to denormalize your many-to-many into one-to-many, and there are
         two big decision points: which side of the relationship you should denormalize and how you want to represent the resulting
         one-to-many relationship.
      

      
      
      Which side will be denormalized?
      

      
      Will members be multiplied as children of groups or the other way around? To pick one you have to understand how data is indexed,
         updated, deleted, and queried. The part that’s denormalized—the child—will be more difficult to manage in all aspects:
      

      
      

      
         
         	You index those documents multiple times, once for each of its parents.
            
         

         
         	When you update, you have to update all instances of that document.
            
         

         
         	When you delete, you have to delete all instances.
            
         

         
         	When you query for children separately, you’ll get more hits with the same content, so you have to remove duplicates on the
            application side.
            
         

         
      

      
      Based on these assumptions, it looks like it makes more sense to make members children of groups. Member documents are smaller
         in size, change less often, and are queried less often than groups are with their events. As a result, managing cloned member
         documents should be easier.
      

      
      
      
      How do you want to represent the one-to-many relationship?
      

      
      Will you have parent-child or nested documents? You’d choose here based on how often groups and members are searched and retrieved
         together. Nested queries perform better than has_parent or has_child queries.
      

      
      Another important aspect is how often membership changes. Parent-child structures perform better here because they can be
         updated separately.
      

      
      For this example, let’s assume that searching and retrieving groups and members together is rare and that members often join
         and leave groups, so we’ll go with parent-child.
      

      
      
      
      
      Indexing
      

      
      Groups and their events would be indexed as before, but members have to be indexed once for every group they belong to. The
         following listing will first define a mapping for the new member type and then index Mr. Hinman as a member of both the Denver Clojure and the Denver Elasticsearch groups from the code samples.
      

      
      
      
      Listing 8.10. Indexing denormalized members
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      Note

      
      
      Multiple indexing operations can be done in a single HTTP request by using the bulk API. We’ll discuss the bulk API in chapter 10, which is all about performance.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Updating
      

      
      Once again, groups get lucky and you update them just as you saw in chapter 3, section 3.5. But if a member changes its details because it’s denormalized, you’ll first have to search for all its duplicates and then
         update each one. In listing 8.11, you’ll search for all the documents that have an _id of “10001” and update his first name to Lee because that’s what he likes to be called.
      

      
      You’re searching for IDs instead of names because IDs tend to be more reliable than other fields, such as names. You may recall
         from the parent-child section that when you’re using the _parent field, multiple documents within the same type within the same index can have the same _id value. Only the _id and _parent combination is guaranteed to be unique. When denormalizing, you can use this feature and intentionally use the same _id for the same person, once for each group they belong to. This allows you to quickly and reliably retrieve all the instances
         of the same person by searching for their ID.
      

      
      
      

      
      
      Listing 8.11. Updating denormalized members
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      Note

      
      
      Multiple updates can also be done in a single HTTP request over the bulk API. As with bulk indexing, we’ll discuss bulk updates
         in chapter 10.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Deleting
      

      
      Deleting a denormalized member requires you to identify all the copies again. Recall from the parent-child section that in
         order to delete a specific document, you have to specify both the _id and the _parent; that’s because the combination of the two is unique in the same index and type. You’d have to identify members first through
         a term filter like the one in listing 8.11. Then you’d delete each member instance:
      

      
      % curl -XDELETE 'localhost:9200/get-together/member/10001?parent=1'
% curl -XDELETE 'localhost:9200/get-together/member/10001?parent=2'

      
      Now that you know how to index, update, and delete in denormalized members, let’s look at how you can run queries on them.

      
      
      
      
      8.5.3. Querying denormalized data
      

      
      If you need to query groups, there’s nothing denormalizing-specific because groups aren’t denormalized. If you need search
         criteria from their members, use the has_child query as you did in section 8.4.2.
      

      
      Members got the shortest straw with queries, too, because they’re denormalized. You can search for them, even including criteria
         from the groups they belong to, with the has_parent query. But there’s a problem: you’ll get back identical members. In the following listing, you’ll index another two members, and when you search, you’ll get them both back.
      

      
      
      
      Listing 8.12. Querying for denormalized data returns duplicate results
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      As of version 1.5, you can only remove those duplicate members from your application. Once again, if the same person always
         has the same ID, you can use that ID to make this task easier: two results with the same ID are identical.
      

      
      The same problem occurs with aggregations: if you want to count some properties of the members, those counts will be inaccurate
         because the same member appears in multiple places.
      

      
      The workaround for most searches and aggregations is to maintain a copy of all members in a separate index. Let’s call it
         “members.” Querying that index will return just that one copy of each member. The problem with this workaround is that it
         only helps when you query members alone, unless you’re doing application-side joins, which we’ll discuss next.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using denormalization to define relationships: pros and cons
         
         As we did with the other methods, we provide a quick overview of the strengths and weaknesses of denormalizing. The plus points:

         
         

         
            
            	It allows you to work with many-to-many relationships.
               
            

            
            	No joins are involved, making querying faster if your cluster can handle the extra data caused by duplication.
               
            

            
         

         
         The downsides:
         

         
         

         
            
            	Your application has to take care of duplicates when indexing, updating, and deleting.
               
            

            
            	Some searches and aggregations won’t work as expected because data is duplicated.
               
            

            
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      8.6. Application-side joins
      

      
      Instead of denormalizing, another option for the groups and members relationship is to keep them in separate indices and do
         the joins from your application. Much like Elasticsearch does with parent-child, it requires you to store IDs to indicate
         which member belongs to which group, and you have to query both.
      

      
      For example, if you have a query for groups with “Denver” in the name, where “Lee” or “Radu” is a member, you can run a bool query on members first to find out which ones are Lee and Radu. Once you get the IDs, you can run a second query on groups,
         where you add the member IDs in a terms filter next to the Denver query. The whole process is illustrated in figure 8.21.
      

      
      
      
      Figure 8.21. Application-side joins require you to run two queries.
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      This works well when there aren’t many matching members. But if you want to include all members from a city, for example,
         the second query will have to run a terms filter with possibly thousands of members, making it expensive. Still, there are some things you can do:
      

      
      

      
         
         	When you run the first query, if you need only member IDs, you can disable retrieving the _source field to reduce traffic:
            
            
            
"query": {
  "filtered": {
[...]
  }
},
"_source": false

            
            

         
         	In the second query, if you have lots of IDs, it might be faster to execute the terms filter on field data:
            
            
            
"query": {
  "filtered": {
    "filter": {
      "terms": {
        "members": [1, 4],
        "execution": "fielddata"
      }
    }
  }
}

            
            

         
      

      
      We’ll cover more about performance in chapter 10, but when you model document relations, it ultimately comes down to picking your battles.
      

      
      
      
      8.7. Summary
      

      
      Lots of use cases have to deal with relational data, and in this chapter you saw how you can deal with these:

      
      

      
         
         	Object mapping, mostly useful for one-to-one relationships
            
         

         
         	Nested documents and parent-child structures, which deal with one-to-many relationships
            
         

         
         	Denormalizing and application-side joins, which are mostly helpful with many-to-many relationships
            
         

         
      

      
      Joining hurts performance, even when it’s local, so it’s typically a good idea to put as many properties as you can in a single
         document. Object mapping helps with this because it allows hierarchies in your documents. Searches and aggregations work here
         as they do with a flat-structured document; you have to refer to fields using their full path, like location.name.
      

      
      When you need to avoid cross-object matches, nested and parent/child documents are available to help:

      
      

      
         
         	Nested documents are basically index-time joins, putting multiple Lucene documents in a single block. To the application,
            the block looks like a single Elasticsearch document.
            
         

         
         	The _parent field allows you to point a document to another document of another type in the same index to be its parent. Elasticsearch
            will use routing to make sure a parent and all its children land in the same shard so that it can perform a local join at
            query time.
            
         

         
      

      
      You can search nested and parent-child documents with the following queries and filters:

      
      

      
         
         	nested query and filter
            
         

         
         	has_child query and filter
            
         

         
         	has_parent query and filter
            
         

         
      

      
      Aggregations work across the relationship only with nested documents through the nested and reverse_nested aggregation types.
      

      
      Objects, nested and parent-child documents, and the generic technique of denormalizing can be combined in any way so you can
         get a good mix of performance and functionality.
      

      
      
      
      
      
      
      


Part 2. 

      
      
      In this part, we’ll shift the focus from development to production. There are three chapters that focus on scaling Elasticsearch,
         tuning it for better performance, and maintaining it. You’ll also get a deeper understanding of the functionality we covered
         in part 1 as we explore how various features perform. This information is valuable for both development and operations, as they typically
         have to work together to set up Elasticsearch in a way that can scale out to the production requirements and be easy to maintain.
      

      
      
      
      
      


Chapter 9. Scaling out
      

      
      This chapter covers

      
      

      
         
         	Adding nodes to your Elasticsearch cluster
            
         

         
         	Master election in your Elasticsearch cluster
            
         

         
         	Removing and decommissioning nodes
            
         

         
         	Using the _cat API to understand your cluster
            
         

         
         	Planning and scaling strategies
            
         

         
         	Aliases and custom routing
            
         

         
      

      
      Now that you have a good understanding of what Elasticsearch is capable of, you’re ready to hear about Elasticsearch’s next
         killer feature: the ability to scale—that is, to be able to handle more indexing and searching or to handle indexing and searching
         faster. These days, scaling is an important factor when dealing with millions or billions of documents. You won’t always be
         able to support the amount of traffic you’d like to on a single running instance of Elasticsearch, or node, without scaling in some form. Fortunately, Elasticsearch is easy to scale. In this chapter we’ll take a look at the scaling
         capabilities that Elasticsearch has at its disposal and how you can use those features to give Elasticsearch more performance
         and, at the same time, more reliability.
      

      
      Having already seen how Elasticsearch handles the get-together data we introduced in chapters 2 and 3, we’re now ready to talk about how to scale your search system to handle all the traffic you can throw at it. Imagine you’re
         sitting in your office, and in comes your boss to announce that your site has been featured in Wired magazine as the hot new site everyone should use for booking social get-togethers. Your job: make sure Elasticsearch can
         handle the influx of new groups and events, as well as all the new searches expected to hit the site once that Wired article gets published! You have 24 hours. How are you going to scale up your Elasticsearch server to handle this traffic
         in this time frame? Thankfully, Elasticsearch makes scaling a breeze by adding nodes to your existing Elasticsearch cluster.
      

      
      
      9.1. Adding nodes to your Elasticsearch cluster
      

      
      Even if you don’t end up in a situation at work like the one just described, during the course of your experimentation with
         Elasticsearch you’ll eventually come to the point where you need to add more processing power to your Elasticsearch cluster.
      

      
      You need to be able to search and index data in your indices faster, with more parallelization; you’ve run out of disk space
         on your machine, or perhaps your Elasticsearch node is now running out of memory when performing queries against your data.
         In these cases, the easiest way to add performance to your Elasticsearch node is usually to turn it into an Elasticsearch
         cluster by adding more nodes, which you first learned about in chapter 2. Elasticsearch makes it easy to scale horizontally by adding nodes to your cluster so they can share the indexing and searching
         workload. By adding nodes to your Elasticsearch cluster, you’ll soon be able to handle indexing and searching the millions
         of groups and events headed your way.
      

      
      
      9.1.1. Adding nodes to your cluster
      

      
      The first step in creating an Elasticsearch cluster is to add another node (or nodes) to the single node to make it a cluster
         of nodes. Adding a node to your local development environment is as simple as extracting the Elasticsearch distribution to
         a separate directory, entering the directory, and running the bin/elasticsearch command, as the following code snippet shows. Elasticsearch will automatically pick the next port available to bind to—in
         this case, 9201—and automatically join the existing node like magic! If you want to go one step further, there’s no need to
         even extract the Elasticsearch distribution again; multiple instances of Elasticsearch can run from the same directory without
         interfering with one another:
      

      
      [image: ]

      
      Now that you have a second Elasticsearch node added to the cluster, you can run the health command from before and see how the status of the cluster has changed, as shown in the following listing.
      

      
      
      
      Listing 9.1. Getting cluster health for a two-node cluster
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      There are now no unassigned shards in this cluster, as you can see from the unassigned_shards count, which is zero. How exactly did the shards end up on the other node? Take a look at figure 9.1 and see what happens to the test index before and after adding a node to the cluster. On the left side, the primary shards
         for the test index have all been assigned to Node1, whereas the replica shards are unassigned. In this state, the cluster is yellow because all primary shards have a home,
         but the replica shards don’t. Once a second node is added, the unassigned replica shards are assigned to the new Node2, which causes the cluster to move to the green state.
      

      
      
      
      Figure 9.1. Shard allocation for the test index for one node transitioning to two nodes
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      When another node is added, Elasticsearch will automatically try to balance out the shards among all nodes. Figure 9.2 shows how the same shards are distributed across three Elasticsearch nodes in the same cluster. Notice that there’s no ban
         on having primary and replica shards on the same node as long as the primary and replica shards for the same shard number
         aren’t on the same node.
      

      
      
      
      Figure 9.2. Shard allocation for the test index with three Elasticsearch nodes
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      If even more nodes are added to this cluster, Elasticsearch will try to balance the number of shards evenly across all nodes
         because each node added in this way shares the burden by taking a portion of the data (in the form of shards). Congratulations,
         you just horizontally scaled your Elasticsearch cluster!
      

      
      Adding nodes to your Elasticsearch cluster comes with substantial benefits, the primary being high availability and increased
         performance. When replicas are enabled (which they are by default), Elasticsearch will automatically promote a replica shard
         to a primary in the event the primary shard can’t be located, so even if you lose the node where the primary shards for your
         index are, you’ll still be able to access the data in your indices. This distribution of data among nodes also increases performance
         because search and get requests can be handled by both primary and replica shards, as you’ll recall from figure 2.9. Scaling this way also adds more memory to the cluster as a whole, so if memory-intensive searches and aggregations are taking
         too long or causing your cluster to run out of memory, adding more nodes is almost always an easy way to handle more numerous
         and complex operations.
      

      
      Now that you’ve turned your Elasticsearch node into a true cluster by adding a node, you may be wondering how each node was
         able to discover and communicate with the other node or nodes. In the next section, we’ll talk about Elasticsearch’s node discovery methods.
      

      
      
      
      
      9.2. Discovering other Elasticsearch nodes
      

      
      You might be wondering exactly how the second node you added to your cluster discovered the first node and automatically joined
         the cluster. Out of the box, Elasticsearch nodes can use two different ways to discover one another: multicast or unicast.
         Elasticsearch can use both at once but by default is configured to use only multicast because unicast requires a list of known
         nodes to connect to.
      

      
      
      9.2.1. Multicast discovery
      

      
      When Elasticsearch starts up, it sends a multicast ping to the address 224.2.2.4 on port 54328, which in turn is responded to by other Elasticsearch nodes with the same cluster
         name, so if you notice a coworker’s local copy of Elasticsearch running and joining your cluster, make sure to change the
         cluster.name setting inside your elasticsearch.yml configuration file from the default elasticsearch to a more specific name. Multicast discovery has a few options that you can change or disable entirely by setting the following
         options in elasticsearch.yml, shown with their default values:
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      Generally, multicast discovery is a decent option when dealing with very flexible clusters on the same network, where the
         IP address of nodes being added changes frequently. Think of multicast discovery as shouting “Hey, are there any other nodes out there running an Elasticsearch cluster named ‘xyz’?” and then waiting for
         a response. Figure 9.3 shows what multicast discovery looks like graphically.
      

      
      
      
      Figure 9.3. Elasticsearch using multicast discovery to discover other nodes in the cluster
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      Although multicast discovery is great for local development and a quick proof-of-concept test, when developing a production
         cluster, a more stable way of having Elasticsearch discover other nodes is to use some or all of the nodes as “gossip routers”
         to discover more information about the cluster. This can prevent the situation where nodes accidentally connect to a cluster
         they shouldn’t have when someone connects a laptop to the same network. Unicast helps combat this by not sending a message
         to everyone on a network but connecting to a specific list of nodes.
      

      
      
      
      9.2.2. Unicast discovery
      

      
      Unicast discovery uses a list of hosts for Elasticsearch to connect to and attempt to find more information about the cluster. This is ideal
         for cases where the IP address of the node won’t change frequently or for production Elasticsearch systems where only certain
         nodes should be communicated with instead of the entire network. Unicast is used by telling Elasticsearch the IP address and,
         optionally, the port or range of ports for other nodes in the cluster. An example of a unicast configuration would be setting
         discovery.zen.ping.unicast.hosts: ["10.0.0.3", "10.0.0.4:9300", "10.0.0.5[9300-9400]"] inside elasticsearch.yml for the Elasticsearch nodes on your network. Not all of the Elasticsearch nodes in the cluster need
         to be present in the unicast list to discover all the nodes, but enough addresses must be configured for each node to know
         about a gossip node that’s available. For example, if the first node in the unicast list knows about three out of seven nodes
         in a cluster, and the second node in the unicast list knows about the other four out of the seven nodes, the node performing
         the discovery will still be able to find all seven nodes in the cluster. Figure 9.4 shows a graphical representation of unicast discovery.
      

      
      
      
      Figure 9.4. Elasticsearch using unicast discovery to discover other nodes in the cluster
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      There’s no need to disable unicast discovery. If you’d like to use only multicast discovery to find other Elasticsearch nodes,
         leave the list unset (or empty) in the configuration file. After discovering other nodes that are part of the cluster, the
         Elasticsearch nodes will hold a master election.
      

      
      
      
      
      9.2.3. Electing a master node and detecting faults
      

      
      Once the nodes in your cluster have discovered each other, they’ll negotiate who becomes the master. The master node is in
         charge of managing the state of the cluster—that is, the current settings and state of the shards, indices, and nodes in the cluster. After the master
         node has been elected, it sets up a system of internal pings to make sure each node stays alive and healthy while in the cluster;
         this is called fault detection, which we’ll talk more about at the end of this section. Elasticsearch considers all nodes eligible to become the master node
         unless the node.master setting is set to false. We’ll talk more in this chapter about why you may want to set the node.master setting, and the different types of Elasticsearch nodes, when we talk about how to search faster. In the event that your
         cluster has only a single node, that node will elect itself as the master after a timeout period if it doesn’t detect any
         other nodes in the cluster.
      

      
      For production clusters with more than a couple of nodes, it’s a good idea to set the minimum number of master nodes. Although
         this setting may make it seem like Elasticsearch can have multiple master nodes, it actually tells Elasticsearch how many
         nodes in a cluster must be eligible to become a master before the cluster is in a healthy state. Setting the minimum number
         of eligible master nodes can be helpful in making sure your cluster doesn’t try to perform potentially dangerous operations
         without first having a complete view of the state of your cluster. You can either set the minimum number to the total number
         of nodes in your cluster if the number of nodes doesn’t change over time or set it according to a common rule, which is the
         number of nodes in your cluster divided by 2, plus 1. Setting the minimum_master_nodes setting to a number higher than 1 can help prevent what’s called a split brain in the cluster. Following the common rule for a three-node cluster, you’d set minimum_master_nodes to 2, or for a 14-node cluster, you’d set the value to 8. To change this setting, change discovery.zen.minimum_master_nodes in elasticsearch.yml to the number that fits your cluster.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         What’s a split brain?
         
         The term split brain describes a scenario where (usually under heavy load or network issues) one or more of the nodes in your Elasticsearch cluster
            loses communication to the master node, elects a new master, and continues to process requests. At this point, you may have
            two different Elasticsearch clusters running independently of each other—hence the term split brain, because a single cluster has split into two distinct parts, similar to the hemispheres in a brain. To prevent this from
            happening, you should set discovery.zen.minimum_master_nodes depending on the number of nodes in your cluster. If the number of nodes won’t change, set it to the total number of nodes
            in the cluster; otherwise the number of nodes divided by 2 plus 1 is a good setting, because that means that if one or two
            nodes lose communication to the other nodes, they won’t be able to elect a new master and form a new cluster because they
            don’t meet the required number of master-eligible nodes.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Once your nodes are up and have discovered each other, you can see what node your cluster has elected as master by using the
         curl command shown in the following listing.
      

      
      
      
      Listing 9.2. Getting information about nodes in the cluster with curl
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      9.2.4. Fault detection
      

      
      Now that your cluster has two nodes in it, as well as an elected master node, it needs to communicate with all nodes in the
         cluster to make sure everything is okay within the cluster; this is called the fault detection process. The master node pings all other nodes in the cluster and each node pings the master to make sure an election doesn’t
         need to be held, as shown in figure 9.5.
      

      
      
      
      Figure 9.5. Cluster fault detection by the master node
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      As the figure shows, each node sends a ping every discovery.zen.fd.ping_interval (defaulting to 1s), waits for discovery.zen.fd.ping_timeout (defaulting to 30s), and tries a maximum number of discovery.zen.fd.ping_retries times (defaulting to 3) before declaring a node disconnected and routing shards or holding a master election as necessary. Be sure to change these
         values if your environment has higher latency—say, when running on ec2 nodes that may not be in the same Amazon AWS zone.
      

      
      Inevitably, one of the nodes in your cluster will go down, so in the next section, we’ll talk about what happens when nodes
         are removed from the cluster and how to remove nodes without causing data loss in a distributed system.
      

      
      
      
      
      9.3. Removing nodes from a cluster
      

      
      Adding nodes is a great way to scale, but what happens when a node drops out of the Elasticsearch cluster or you stop the
         node? Use the three-node example cluster you created in figure 9.2, containing the test index with five primary shards and one replica spread across the three nodes.
      

      
      Let’s say Joe, the sys admin, accidentally trips over the power cord for Node1; what happens to the three shards currently on Node1? The first thing that Elasticsearch does is automatically turn the test0 and test3 replica shards that are on Node2 into primary shards, as shown in figure 9.6. This is because indexing first goes to the primary shards, so Elasticsearch tries hard to make sure there are always primaries
         assigned for an index.
      

      
      
      
      Figure 9.6. Turning replica shards into primaries after node loss
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      Note

      
      
      Elasticsearch can choose any of the replicas to turn into a primary shard. It just so happens in this example that there’s
         only one replica for each primary shard to choose from: the replicas on Node2.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      After Elasticsearch turns the replicas for the missing primary shards into primaries, the cluster looks like figure 9.6.
      

      
      After turning the replica shards into primaries, the cluster is now in a yellow state, meaning that some replica shards aren’t
         allocated to a node. Elasticsearch next needs to create more replica shards to maintain the high-availability setup for the
         test index. Because all the primaries are available, the data from the test0 and test3 primary shards on Node2 will be replicated into replicas on Node3, and the data from the test1 primary shard on Node3 will be replicated onto Node2, as shown in figure 9.7.
      

      
      
      
      Figure 9.7. Re-creating replica shards after losing a node
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      Once the replica shards have been re-created to account for the node loss, the cluster will be back in the green state with
         all primary and replica shards assigned to a node. Keep in mind that during this time the entire cluster will be available
         for searching and indexing because no data was actually lost. If more than a single node is lost or a shard with no replicas
         is lost, the cluster will be in a red state, meaning that some amount of data has been lost permanently, and you’ll need to
         either reconnect the node that has the data to the cluster or re-index the data that’s missing.
      

      
      It’s important to understand how much risk you’re willing to take with regard to the number of replica shards. Having a single
         replica means that one node can disappear from the cluster without data loss; if you use two replicas, two nodes can be lost
         without data loss, and so on, so make sure you choose the appropriate number of replicas for your usage. It’s also always
         a good idea to back up your indices, which is a subject we’ll cover in chapter 11 when we talk about administering your cluster.
      

      
      You’ve seen what adding and removing a node looks like, but what about shutting down a node without having the cluster go
         into a yellow state? In the next section we’ll talk about decommissioning nodes so that they can be removed from the cluster
         with no interruption to the cluster users.
      

      
      
      9.3.1. Decommissioning nodes
      

      
      Having Elasticsearch automatically create new replicas when a node goes down is great, but when maintaining a cluster, you’re
         eventually going to want to shut down a node that has data on it without the cluster going into a yellow state. Perhaps the
         hardware is degraded or you aren’t receiving the same number of requests you previously were and don’t need to keep the node
         around. You could always stop the node by killing the Java process, and Elasticsearch would recover the data to the other
         nodes, but what about when you have zero replicas for an index? That means you could lose data if you were to shut down a
         node without moving the data off first!
      

      
      Thankfully, Elasticsearch has a way to decommission a node by telling the cluster not to allocate any shards to a node or
         set of nodes. In our three-node example, let’s assume that Node1, Node2, and Node3 have the IP addresses of 192.168.1.10, 192.168.1.11, and 192.168.1.12, respectively. If you wanted to shut down Node1 while keeping the cluster in a green state, you could decommission the node first, which would move all shards on the node
         to other nodes in the cluster. You decommission a node by making a temporary change to the cluster settings, as shown in the
         following listing.
      

      
      
      
      Listing 9.3. Decommissioning a node in the cluster
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      Once you run this command, Elasticsearch will start moving all the shards from the decommissioned node to other nodes in the
         cluster. You can check where shards are located in the cluster by first determining the ID of the nodes in the cluster with
         the _nodes endpoint and then looking at the cluster state to see where each shard in the cluster is currently allocated. See the next
         listing for example output of these commands.
      

      
      Listing 9.4. Determining shard location from the cluster state
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      This is a long and ugly listing! Don’t worry, though; later on this chapter we’ll talk about a more human-readable version
         of this API called the _cat API.
      

      
      Here you can see that there are no shards on the lFd3ANXiQlug-0eJztvaeA node, which is the 192.168.1.10 node that was decommissioned, so it’s now safe to stop ES on that node without causing the
         cluster to leave a green state. This process can be repeated one node at a time to decommission each node you want to stop,
         or you can use a list of comma-separated IP addresses instead of 192.168.1.10 to decommission multiple nodes at once. Keep
         in mind, however, that the other nodes in the cluster must be able to handle allocating the shard in terms of disk and memory
         use, so plan accordingly to make sure you have enough headroom before decommissioning nodes!
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         How much data can an Elasticsearch index handle?
         
         Good question! Unfortunately, the limitations of a single index depend on the type of machine used to store the index, what
            you’re planning to do with the data, and how many shards the index is backed by. Generally, a Lucene index (also known as
            an Elasticsearch shard) can’t have more than 2.1 billion documents or more than 274 billion distinct terms (see https://lucene.apache.org/core/4_9_0/core/org/apache/lucene/codecs/lucene49/package-summary.html#Limitations), but you may be limited in disk space before this point. The best way to tell whether you’ll be able to store your data
            in a single index is to try it out in a nonproduction system, adjusting settings as needed to get the performance characteristics
            desired. You can’t change the number of primary shards once an index has been created; you can only change the number of replica
            shards, so plan accordingly!
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Now that you’ve seen how nodes are added and removed from the cluster, let’s talk about how to upgrade Elasticsearch nodes.

      
      
      
      
      
      9.4. Upgrading Elasticsearch nodes
      

      
      There comes a point with every installation of Elasticsearch when it’s time to upgrade to the latest version. We recommend
         that you always run the latest version of Elasticsearch because there are always new features being added, as well as bugs
         being fixed. That said, depending on the constraints of your environment, upgrading may be more or less complex.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Upgrade caveats
         
         Before we get to upgrading instructions, it’s important to understand that there are some limitations when upgrading Elasticsearch
            instances. Once you’ve upgraded an Elasticsearch server, the server can’t be downgraded if any new documents have been written.
            When you perform upgrades to a production instance, you should always back up your data before performing an upgrade. We’ll
            talk more about backing up your data in chapter 11.
         

         
         Another important thing to consider is that although Elasticsearch can handle a mixed-version environment easily, there have
            been cases where different JVM versions serialize information differently, so we recommend that you not mix different JVM
            versions within the same Elasticsearch cluster.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The simplest way to upgrade an Elasticsearch cluster is to shut down all nodes and then upgrade each Elasticsearch installation
         with whatever method you originally used—for example, extracting the distribution if you used the .tar.gz distribution or
         installing the .deb package using dpkg if you’re using a Debian-based system. Once each node has been upgraded, you can restart
         the entire cluster and wait for Elasticsearch to reach the green state. Voila, upgrade done!
      

      
      This may not always be the case, though; in many situations downtime can’t be tolerated, even during off-peak hours. Thankfully,
         you can perform a rolling restart to upgrade your Elasticsearch cluster while still serving indexing and searching requests.
      

      
      
      9.4.1. Performing a rolling restart
      

      
      A rolling restart is another way of restarting your cluster in order to upgrade a node or make a nondynamic configuration change without sacrificing
         the availability of your data. This can be particularly good for production deployments of Elasticsearch. Instead of shutting
         down the whole cluster at once, you shut nodes down one at a time. This process is slightly more involved than a full restart
         because of the multiple steps required.
      

      
      The first step in performing a rolling restart is to decide if you want Elasticsearch to automatically rebalance shards while
         each individual node is not running. The majority of people don’t want Elasticsearch to start its automatic recovery in the
         event a node leaves the cluster for an upgrade because it means that they’ll be rebalancing every single node. In reality
         the data is still there; the node just needs to be restarted and to rejoin the cluster in order for it to be available.
      

      
      For most people, it makes sense not to shift data around the cluster while performing the upgrade. You can accomplish this
         by setting the cluster.routing.allocation.enable setting to none while performing the upgrade. To clarify, the entire process looks like this:
      

      
      

      
      
         1.  Disable allocation for the cluster.
         

      

      
      
         2.  Shut down the node that will be upgraded.
         

      

      
      
         3.  Upgrade the node.
         

      

      
      
         4.  Start the upgraded node.
         

      

      
      
         5.  Wait until the upgraded node has joined the cluster.
         

      

      
      
         6.  Enable allocation for the cluster.
         

      

      
      
         7.  Wait for the cluster to return to a green state.
         

      

      
      
      Repeat this process for each node that needs to be upgraded. To disable allocation for the cluster, you can use the cluster
         settings API with the following settings:
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      Once you run this command, Elasticsearch will no longer rebalance shards around the cluster. For instance, if a primary shard
         is lost for an index because the node it resided on is shut down, Elasticsearch will still turn the replica shard into a new
         primary, but a new replica won’t be created. While in this state, you can safely shut down the single Elasticsearch node and
         perform the upgrade.
      

      
      After upgrading the node, make sure that you reenable allocation for the cluster; otherwise you’ll be wondering why Elasticsearch
         doesn’t automatically replicate your data in the future! You can reenable allocation by setting the cluster.routing.allocation.enable setting to all instead of none, like this:
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      You need to perform these two book-ending steps, disabling allocation and reenabling allocation, for every node in the cluster
         being upgraded. If you were to perform them only once at the beginning and once at the end, Elasticsearch wouldn’t allocate
         the shards that exist on the upgraded node every time you upgraded a node, and your cluster would be red once you upgraded
         multiple nodes. By reenabling allocation and waiting for the cluster to return to a green state after each node is upgraded, your data is allocated and available when you move to the next node that needs to be upgraded. Repeat these steps
         for each node that needs to be upgraded until you have a fully upgraded cluster.
      

      
      There’s one more thing to mention in this section, and that’s indices that don’t have replicas. The previous examples all
         take into account the data having at least a single replica so that a node going down doesn’t remove access to the data. If
         you have an index that has no replicas, you can use the decommissioning steps we covered in section 9.3.1 to decommission the node by moving all the data off it before shutting it down to perform the upgrade.
      

      
      
      
      9.4.2. Minimizing recovery time for a restart
      

      
      You may notice that even with the disable and enable allocation steps, it can still take a while for the cluster to return
         to a green state when upgrading a single node. Unfortunately, this is because the replication that Elasticsearch uses is for
         each shard segment, rather than document-level. This means that the Elasticsearch node sending data to be replicated is saying,
         “Do you have segments_1?” If it doesn’t have the file or the file isn’t the same, the entire segment file is copied. A larger
         amount of data may be copied in the event that the documents are the same. Until Elasticsearch has a way of verifying the
         last document written in a segment file, it has to copy over any differing files when replicating data between the primary
         shard and the replica shard.
      

      
      There are two different ways to make segment files identical on the primary and replica shards. The first is using the optimize
         API that we’ll talk about in chapter 10 to create a single, large segment for both the primary and the replica. The second is to toggle the number of replicas to
         0 and then back to a higher number; this ensures that all replica copies have the same segment files as the primary shard.
         This means that for a short period you’ll have only a single copy of the data, so beware of doing this in a production environment!
      

      
      Finally, in order to minimize recovery time, you can also halt indexing data into the cluster while you’re performing the
         node upgrade.
      

      
      Now that we’ve covered upgrading a node, let’s cover a helpful API for getting information out of the cluster in a more human-friendly
         way: the _cat API.
      

      
      
      
      
      9.5. Using the _cat API
      

      
      Using the curl commands in sections 9.1, 9.2, and 9.3 is a great way to see what’s going on with your cluster, but sometimes it’s helpful to see the output in a more readable
         format (if you don’t believe us, try curling the http://localhost:9200/_cluster/state URL on a large cluster and see how much
         information comes back!). This is where the handy _cat API comes in. The _cat API provides helpful diagnostic and debugging
         tools that print data in a more human-readable way, rather than trying to page through a giant JSON response. The following
         listing shows two of its commands for the equivalent health and node listing cURL statements we already covered.
      

      
      Listing 9.5. Using the _cat API to find cluster health and nodes
      

      [image: ]

      [image: ]

      
      In addition to the health and nodes endpoints, the _cat API has many other features, all of which are useful for debugging different things your cluster may
         be undergoing. You can see the full list of supported _cat APIs by running curl 'localhost:9200/_cat'.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         _cat APIs
         
         At the time of this writing, here are some of the most useful _cat APIs and what they do. Be sure to check out the others!

         
         

         
            
            	allocation—Shows the number of shards allocated to each node
               
            

            
            	count—Counts the number of documents in the entire cluster or index
               
            

            
            	health—Displays the health of the cluster
               
            

            
            	indices—Displays information about existing indices
               
            

            
            	master—Shows what node is currently elected master
               
            

            
            	nodes—Shows various information about all nodes in the cluster
               
            

            
            	recovery—Shows the status of ongoing shard recoveries in the cluster
               
            

            
            	shards—Displays count, size, and names of shards in the cluster
               
            

            
            	plugins—Displays information about installed plugins
               
            

            
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      While we’re looking at adding nodes to a cluster, why not look at how the shards are distributed across each node using the
         _cat API in the following code listing. This is a much easier way to see how shards are allocated in your cluster as opposed
         to the curl command in listing 9.2.
      

      
      
      
      Listing 9.6. Using the _cat API to show shard allocation
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      Using the _cat/allocation and _cat/shards APIs is also a great way to determine when a node can be safely shut down after performing the decommission we discussed
         in section 9.3.1. Compare the output of the curl command from listing 9.2 to the output from the commands in listing 9.6; it’s much easier to read the _cat API output!
      

      
      Now that you can see where the shards are located in your cluster, we should spend some more time discussing how you should
         plan your Elasticsearch cluster to make the most of your nodes and data.
      

      
      
      
      
      9.6. Scaling strategies
      

      
      It might seem easy enough to add nodes to a cluster to increase the performance, but this is actually a case where a bit of
         planning goes a long way toward getting the best performance out of your cluster.
      

      
      Every use of Elasticsearch is different, so you’ll have to pick the best options for your cluster based on how you’ll index
         data, as well as how you’ll search it. In general, though, there are at least three things you’ll want to consider when planning
         for a production Elasticsearch cluster: over-sharding, splitting data between indices and shards, and maximizing throughput.
      

      
      
      9.6.1. Over-sharding
      

      
      Let’s start by talking about over-sharding. Over-sharding is the process whereby you intentionally create a larger number of shards for an index so you have room to add nodes and
         grow in the future; this is best illustrated by a diagram, so take a look at figure 9.8.
      

      
      
      
      Figure 9.8. A single node with a single shard and two nodes trying to scale a single shard
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      In figure 9.8, you’ve created your get-together index with a single shard and no replicas. But what happens when you add another node?
      

      
      Whoops! You’ve totally removed any benefit you get from adding nodes to the cluster. By adding another node, you’re unable
         to scale because all of the indexing and querying load will still be handled by the node with the single shard on it. Because
         a shard is the smallest thing that Elasticsearch can move around, it’s a good idea to always make sure you have at least as
         many primary shards in your cluster as you plan to have nodes; if you currently have a 5-node cluster with 11 primary shards,
         you have room to grow when you need to add more nodes to handle additional requests. Using the same example, if you suddenly need more than 11 nodes, you won’t be able to distribute the primary shards
         across nodes because you’ll have more nodes than shards.
      

      
      That’s easy to fix, you might say: “I’ll just create an index with 100 primary shards!” It may seem like a good idea at first,
         but there’s a hidden cost to each shard Elasticsearch has to manage. Because each shard is a complete Lucene index, as you
         learned in chapter 1, each shard requires a number of file descriptors for each segment of the index, as well as a memory overhead. By creating
         too large a number of shards for an index, you may be using memory that could be better served to bolster performance, or
         you could end up hitting the machine’s file descriptor or RAM limits. In addition, when compressing your data, you’ll end
         up splitting the data across 100 different things, lowering the compression rate you would have gotten if you had picked a
         more reasonable size.
      

      
      It’s worth noting that there is no perfect shard-to-index ratio for all use cases; Elasticsearch picks a good default of five
         shards for the general case, but it’s always important to think about how you plan on growing (or shrinking) in the future
         with regard to the number of shards you create and index with. Don’t forget: once an index has been created with a number
         of shards, the number of primary shards can never be changed for that index! You don’t want to be in the position of having
         to re-index a large portion of your data six months down the line because there wasn’t enough planning up front. We’ll also
         talk more about this in the next chapter when we discuss indexing in depth.
      

      
      Along the same lines as choosing the number of shards to create an index with, you’ll also need to decide on how exactly to
         split your data across indices in Elasticsearch.
      

      
      
      
      9.6.2. Splitting data into indices and shards
      

      
      Unfortunately for now, there’s no way to increase or decrease the number of primary shards in an index, but you could always
         plan your data to span multiple indices. This is another perfectly valid way to split data. Taking our get-together example,
         there’s nothing stopping you from creating an index for every different city an event occurs in. For example, if you expect
         to have a larger number of events in New York than Sacramento, you could create a sacramento index with two primary shards
         and a newyork index with four primary shards, or you could segment the data by date, creating an index for each year an event
         occurs or is created: 2014, 2015, 2016, and so on. Segmenting data in this way can also be helpful when searching because
         the segmentation is handled by putting the right data in the right place; if the customer wants to search only for events
         or groups from the year 2014 or 2015, you’ll have to search only those indices rather than the entire get-together index.
      

      
      Another way to plan using indices is with aliases. An alias acts like a pointer to an index or a set of indices. An alias also allows you to change the indices that it points to at
         any time. This is incredibly useful for segmenting your data in a semantic way; you could create an alias called last-year that points to 2015; then, when January 1, 2016 rolls around, you can change the alias
         to point to the 2015 index. This technique is commonly used when indexing date-based information (like log files) so that
         data can be segmented by date on a monthly/weekly/daily basis and an alias named current can be used to always point to the
         data that should be searched without having to change the name of the index being searched every time the segment rolls over.
         Again, aliases allow an incredible level of flexibility and have almost zero overhead, so experimentation is encouraged. We’ll
         talk in more depth about aliases later on in this chapter.
      

      
      When creating indices, don’t forget that because each index has its own shards, you’ll still incur the overhead of creating
         a shard, so make sure not to create too many shards by creating too many indices and using resources that could be better
         spent handling requests. Once you know how your data will be laid out in the cluster, you can work on tweaking the node configuration
         to maximize your throughput.
      

      
      
      
      9.6.3. Maximizing throughput
      

      
      Maximizing throughput is one of those fuzzy, hazy terms that can mean an awful lot of things. Are you trying to maximize the
         indexing throughput? Make searches faster? Execute more searches at once? There are different ways to tweak Elasticsearch
         to accomplish each task. For example, if you received thousands of new groups and events, how would you go about indexing
         them as fast as possible? One way to make indexing faster is to temporarily reduce the number of replica shards in your cluster.
         When indexing data, by default the request won’t complete until the data exists on the primary shard as well as all replicas,
         so it may be advantageous to reduce the number of replicas to one (or zero if you’re okay with the risk) while indexing and
         then increase the number back to one or more once the period of heavy indexing has completed.
      

      
      What about searches? Searches can be made faster by adding more replicas because either a primary or a replica shard can be
         used to search on. To illustrate this, check out figure 9.9, which shows a three-node cluster where the last node can’t help with search requests until it has a copy of the data.
      

      
      
      
      Figure 9.9. Additional replicas handling search and aggregations
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      But don’t forget that creating more shards in an Elasticsearch cluster does come with the small overhead in file descriptors
         and memory. If the volume of searches is getting too high for the nodes in the cluster to keep up, consider adding nodes with
         node.data and node.master both set to false. These nodes can then be used to handle incoming requests, distribute the request to the data nodes, and collect the results
         for responses. This way, the nodes searching the shards don’t have to handle connections from search clients; they only need
         to search shards. We’ll talk more about different ways of speeding up both indexing and searching in the next chapter.
      

      
      
      
      
      
      9.7. Aliases
      

      
      Now let’s talk about one of the easiest and potentially most useful features of Elasticsearch: aliases. Aliases are exactly
         what they sound like; they’re a pointer or a name you can use that corresponds to one or more concrete indices. This turns
         out to be quite useful because of the flexibility it provides when scaling your cluster and managing how data is laid out across your indices. Even when using an Elasticsearch cluster with only a single index, use
         an alias. You’ll thank us later for the flexibility it will give you.
      

      
      
      9.7.1. What is an alias, really?
      

      
      You may be wondering what an alias is exactly and what kind of overhead is involved with Elasticsearch in creating one. An
         alias spends its life inside the cluster state, managed by the master node; this means that if you have an alias called idaho
         that points to an index named potatoes, the overhead is an extra key in the cluster state map that maps the name idaho to
         the concrete index potatoes. This means that compared to additional indices, aliases are much lighter in weight; thousands
         of them can be maintained without negatively impacting your cluster. That said, we would caution against creating hundreds
         of thousands or millions of aliases because at that point, even the minimal overhead of a single entry in a map can cause
         the cluster state to grow to a large size. This means operations that create a new cluster state will take longer because
         the entire cluster state is sent to each node every time it changes.
      

      
      
      Why are aliases useful?
      

      
      We recommend that everyone use an alias for their Elasticsearch indices because it will give a lot more flexibility in the
         future when it comes to re-indexing. Let’s say that you start off by creating an index with a single primary shard and then
         later decide that you need more capacity on your index. If you were using an alias for the original index, you can now change
         that alias to point to an additionally created index without having to change the name of the index you’re searching (assuming
         you’re using an alias for searching from the beginning).
      

      
      Another useful feature can be creating windows into different indices; for example, if you create daily indices for your data,
         you may want a sliding window of the last week’s data by creating an alias called last-7-days; then every day when you create
         a new daily index, you can add it to the alias while simultaneously removing the eight-day-old index.
      

      
      
      
      Managing aliases
      

      
      Aliases are created using the dedicated aliases API endpoint and a list of actions. Each action is a map with either an add
         or remove action followed by the index and alias on which to apply the operation. This will be much clearer with the example
         shown in the next listing.
      

      
      
      
      Listing 9.7. Adding and removing aliases
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      In this listing the get-together index is being added to an alias named gt-alias, and the made-up index old-get-together is
         being removed from the alias gt-alias. The act of adding an index to an alias creates it, and removing all indices that an
         alias points to removes the alias; there’s no manual alias creation and deletion. But the alias operations will fail if the
         index doesn’t exist, so keep that in mind. You can specify as many add and remove actions as you like. It’s important to recognize
         that these actions will all occur atomically, which means in the previous example there’ll be no moment of time in which the
         gt-alias alias points to both the get-together and old-get-together indices. Although the compound Alias API call we just
         discussed may suit your needs, it’s important to note that individual actions can be performed on the Alias API, using the
         common HTTP methods that Elasticsearch has standardized on. For instance, the following series of calls would have the same
         effect as the compound actions call shown previously:
      

      
      curl -XPUT 'http://localhost:9200/get-together/_alias/gt-alias'
curl -XDELETE 'http://localhost:9200/old-get-together/_alias/gt-alias'

      
      While we’re exploring single-call API methods, this section wouldn’t be complete without covering the API in more detail,
         specifically those endpoints that can come in handy in creating and listing operations.
      

      
      
      
      
      9.7.2. Alias creation
      

      
      When creating aliases, there are many options available via the API endpoint. For instance, you can create aliases on a specific
         index, many indices, or a pattern that matches index names:
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      Alias deletion accepts the same path parameter format:

      
      curl -XDELETE 'localhost:9200/{index}/_alias/{alias}'

      
      You can retrieve all of the aliases that a concrete index points to by issuing a GET request on an index with _alias, or you can retrieve all indices and the aliases that point to them by leaving out the index name. Retrieving the aliases
         for an index is shown in the next listing.
      

      
      
      
      Listing 9.8. Retrieving the aliases pointing to a specific index
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      In addition to the _alias endpoint on an index, you have a number of different ways to get the alias information from an index:
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      Masking documents with alias filters
      

      
      Aliases have some other neat features as well; they can be used to automatically apply a filter to queries that are executed.
         For example, with your get-together data it could be useful to have an alias that points only to the groups that contain the
         elasticsearch tag, so you can create an alias that does this filtering automatically, as shown in the following listing.
      

      
      Listing 9.9. Creating a filtered alias
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      Here you can see that the es-groups alias contains only two groups instead of five. This is because it’s automatically applying
         the term filter for groups that contain the tag elasticsearch. This has a lot of applications; if you’re indexing sensitive data, for instance, you can create a filtered alias to ensure
         that anyone using that alias can’t see data they’re not meant to see.
      

      
      There’s one more feature that aliases can provide, routing, but before we talk about using it with an alias, we’ll talk about
         using it in general.
      

      
      
      
      
      
      9.8. Routing
      

      
      In chapter 8, we talked about how documents end up in a particular shard; this process is called routing the document. To refresh your memory, routing a document occurs when Elasticsearch hashes the ID of the document, either
         specified by you or generated by Elasticsearch, to determine which shard a document should be indexed into. Elasticsearch
         also allows you to manually specify the routing of a document when indexing, which is what you do when using parent-child
         relationships because the child document has to be in the same shard as the parent document.
      

      
      Routing can also use a custom value for hashing, instead of the ID of the document. By specifying the routing query parameter on the URL, that value will be hashed and used instead of the ID:
      

      
      curl -XPOST 'localhost:9200/get-together/group/9?routing=denver' -d'{
  "title": "Denver Knitting"
}'

      
      In this example, denver is the value that’s hashed to determine which shard the document ends up in, instead of 9, the document’s ID. Routing can be useful for scaling strategies, which is why we talk about it in detail in this chapter.
      

      
      
      9.8.1. Why use routing?
      

      
      If you don’t use routing at all, Elasticsearch will ensure that your documents are distributed in an even manner across all
         the different shards, so why would you want to use routing? Custom routing allows you to collect multiple documents sharing
         a routing value into a single shard, and once these documents are in the same index, it allows you to route certain queries
         so that they are executed on a subset of the shards for an index. Sound confusing? We’ll go over it in more detail to clarify
         what we mean.
      

      
      
      
      9.8.2. Routing strategies
      

      
      Routing is a strategy that takes effort in two areas: you’ll need to pick good routing values while you’re indexing documents,
         and you’ll need to reuse those values when you perform queries. With our get-together example, you first need to decide on
         a good way to separate each document. In this case, pick the city that a get-together group or event happens to use as the
         routing value. This is a good choice for a routing value because the cities vary widely enough that you have quite a few values
         to pick from, and each event and group are already associated with a city, so it’s easy to extract that from a document before
         indexing. If you were to pick something that had only a few different values, you could easily end up with unbalanced shards
         for the index. If there are only three possible routing values for all documents, all documents will end up routed between
         a maximum of three shards. It’s important to pick a value that will have enough cardinality to spread data among shards in
         an index.
      

      
      Now that you’ve picked what you want to use for the routing value, you need to specify this routing value when indexing documents,
         as shown in the listing that follows.
      

      
      
      
      Listing 9.10. Indexing documents with custom routing values
      

      
      [image: ]

      
      
      In this example, you use three different routing values—denver, boulder, and amsterdam—for three different documents. This means that instead of hashing the IDs 10, 11, and 12 to determine which shard to put the document in, you use the routing values instead. On the index side, this doesn’t help
         you much; the real benefit comes when you combine routing on the query side, as the next listing shows. On the query side,
         you can combine multiple routing values with a comma.
      

      
      Listing 9.11. Specifying routing when querying
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      Interesting! Instead of returning all three groups, only two were returned. So what actually happened? Internally, when Elasticsearch
         received the request, it hashed the values of the two provided routing values, denver and amsterdam, and then executed the query on all the shards they hashed to. In this case denver and amsterdam both hash to the same shard, and boulder hashes to a different shard.
      

      
      Extrapolate this to hundreds of thousands of groups, in hundreds of cities, by specifying the routing for each group both
         while indexing and while querying, and you’re able to limit the scope of where a search request is executed. This can be a
         great scaling improvement for an index that might have 100 shards; instead of running the query on all 100 shards, it can
         be limited and thus run faster with less impact to your Elasticsearch cluster.
      

      
      In the previous example, denver and amsterdam happen to route to the same shard value, but they could have just as easily hashed to different shard values. How can you
         tell which shard a request will be executed on? Thankfully, Elasticsearch has an API that can show you the nodes and shards
         a search request will be performed on.
      

      
      
      
      9.8.3. Using the _search_shards API to determine where a search is performed
      

      
      Let’s take the prior example and use the search shards API to see which shards the request is going to be executed on, with
         and without the routing values, as shown in the following listing.
      

      
      Listing 9.12. Using the _search_shards API with and without routing
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      You can see that even though there are two shards in the index, when the routing value denver is specified, only shard 1 is going to be searched. You’ve effectively cut the amount of data the search must execute on
         by half!
      

      
      Routing can be useful when dealing with indices that have a large number of shards, but it’s definitely not required for regular
         usage of Elasticsearch. Think of it as a way to scale more efficiently in some cases, and be sure to experiment with it.
      

      
      
      
      9.8.4. Configuring routing
      

      
      It can also be useful to tell Elasticsearch that you want to use custom routing for all documents and to refuse to allow you
         to index a document without a custom routing value. You can configure this through the mapping of a type. For example, to
         create an index called routed-events and required routing for each event, you can use the code in the following listing.
      

      
      
      
      
      Listing 9.13. Defining routing as required in a type’s mapping
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      There’s one more way to use routing, and that’s by associated a routing value with an alias.
      

      
      
      
      9.8.5. Combining routing with aliases
      

      
      As you saw in the previous section, aliases are a powerful and flexible abstraction on top of indices. They can also be used
         with routing to automatically apply routing values when querying or when indexing, assuming the alias points to a single index.
         If you try to index into an alias that points to more than a single index, Elasticsearch will return an error because it doesn’t
         know which concrete index the document should be indexed into.
      

      
      Reusing the previous example, you can create an alias called denver-events that automatically filters out events with “denver”
         in the name and adds “denver” to the routing when searching and indexing to limit where queries are executed, as shown in
         the next listing.
      

      
      Listing 9.14. Combining routing with an alias
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      You can also use the alias you just created for indexing. When indexing with the denver-events alias, it’s the same as if
         documents were indexed with the routing=denver query string parameter. Because aliases are lightweight, you can create as many as you need when using custom routing in
         order to scale out better.
      

      
      
      
      
      9.9. Summary
      

      
      You should now have a better understanding of how Elasticsearch clusters are formed and how they’re made of multiple nodes,
         each containing a number of indices, which in turn are made up of a number of shards. Here are some of the other things we
         talked about in this chapter:
      

      
      

      
         
         	What happens when nodes are added to an Elasticsearch cluster
            
         

         
         	How master nodes are elected
            
         

         
         	Removing and decommissioning nodes
            
         

         
         	Using the _cat API to understand your cluster
            
         

         
         	Over-sharding and how it can be applied to plan for future growth of a cluster
            
         

         
         	How to use aliases and routing for cluster flexibility and scaling
            
         

         
      

      
      In chapter 10 we’ll continue talking about scaling from the perspective of improving performance in your Elasticsearch cluster.
      

      
      
      
      
      
      
      


Chapter 10. Improving performance
      

      
      This chapter covers

      
      

      
         
         	Bulk, multiget, and multisearch APIs
            
         

         
         	Refresh, flush, merge, and store
            
         

         
         	Filter caches and tuning filters
            
         

         
         	Tuning scripts
            
         

         
         	Query warmers
            
         

         
         	Balancing JVM heap size and OS caches
            
         

         
      

      
      Elasticsearch is commonly referred to as fast when it comes to indexing, searching, and extracting statistics through aggregations. Fast is a vague concept, making the “How fast?” question inevitable. As with everything, “how fast” depends on the particular
         use case, hardware, and configuration.
      

      
      In this chapter, our aim is to show you the best practices for configuring Elasticsearch so you can make it perform well for
         your use case. In every situation, you need to trade something for speed, so you need to pick your battles:
      

      
      

      
         
         	Application complexity— In the first part of the chapter, we’ll show how you can group multiple requests, such as index, update, delete, get, and search, in a single HTTP call. This grouping is something your application needs to be aware of, but it can speed up your overall performance by a huge margin. Think 20 or 30 times better indexing
            because you’ll have fewer network trips.
            
         

         
         	Indexing speed for search speed or the other way around— In the second section of the chapter, we’ll take a deeper look at how Elasticsearch deals with Lucene segments: how refreshes,
            flushes, merge policies, and store settings work and how they influence index and search performance. Often, tuning for index
            performance has a negative impact on searches and vice versa.
            
         

         
         	Memory— A big factor in Elasticsearch’s speed is caching. Here’s we’ll dive into the details of the filter cache and how to use filters
            to make the best use of it. We’ll also look at the shard query cache and how to leave enough room for the operating system
            to cache your indices, while still leaving enough heap size for Elasticsearch. If running a search on cold caches gets unacceptably
            slow, you’ll be able to keep caches warm by running queries in the background with index warmers.
            
         

         
         	All of the above— Depending on the use case, the way you analyze the text at index time and the kind of queries you use can be more complicated,
            slow down other operations, or use more memory. In the last part of the chapter, we’ll explore the typical tradeoffs you’ll
            have while modeling your data and your queries: should you generate more terms when you index or look through more terms when
            you search? Should you take advantage of scripts or try to avoid them? How should you handle deep paging?
            
         

         
      

      
      We’ll discuss all these points and answer these questions in this chapter. By the end, you’ll have learned how to make Elasticsearch
         fast for your use case, and you’ll get a deeper understanding of how it works along the way. Grouping multiple operations
         in a single HTTP request is often the easiest way to improve performance, and it gives the biggest performance gain. Let’s
         start by looking at how you can do that through the bulk, multiget, and multisearch APIs.
      

      
      
      10.1. Grouping requests
      

      
      The single best thing you can do for faster indexing is to send multiple documents to be indexed at once via the bulk API.
         This will save network round-trips and allow for more indexing throughput. A single bulk can accept any indexing operation;
         for example, you can create documents or overwrite them. You can also add update or delete operations to a bulk; it’s not only for indexing.
      

      
      If your application needs to send multiple get or search operations at once, there are bulk equivalents for them, too: the multiget and multisearch APIs. We’ll explore them later,
         but we’ll start with the bulk API because in production it’s “the way” to index for most use cases.
      

      
      
      
      10.1.1. Bulk indexing, updating, and deleting
      

      
      So far in this book you’ve indexed documents one at a time. This is fine for playing around, but it implies performance penalties
         from at least two directions:
      

      
      

      
         
         	Your application has to wait for a reply from Elasticsearch before it can move on.
            
         

         
         	Elasticsearch has to process all data from the request for every indexed document.
            
         

         
      

      
      If you need more indexing speed, Elasticsearch offers a bulk API, which you can use to index multiple documents at once, as
         shown in figure 10.1.
      

      
      
      
      Figure 10.1. Bulk indexing allows you to send multiple documents in the same request.
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      As the figure illustrates, you can do that using HTTP, as you’ve used for indexing documents so far, and you’ll get a reply
         containing the results of all the indexing requests.
      

      
      
      Indexing in bulks
      

      
      In listing 10.1 you’ll index a bulk of two documents. To do that, you have to do an HTTP POST to the _bulk endpoint, with data in a specific format. The format has the following requirements:
      

      
      

      
         
         	Each indexing request is composed of two JSON documents separated by a newline: one with the operation (index in your case) and metadata (like index, type, and ID) and one with the document contents.
            
         

         
         	JSON documents should be one per line. This implies that each line needs to end with a newline (\n, or the ASCII 10 character), including the last line of the whole bulk of requests.
            
         

         
      

      
      
      

      
      
      Listing 10.1. Indexing two documents in a single bulk
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      For each of the two indexing requests, in the first line you add the operation type and some metadata. The main field name
         is the operation type: it indicates what Elasticsearch has to do with the data that follows. For now, you’ve used index for indexing, and this operation will overwrite documents with the same ID if they already exist. You can change that to
         create, to make sure documents don’t get overwritten, or even update or delete multiple documents at once, as you’ll see later.
      

      
      _index and _type indicate where to index each document. You can put the index name or both the index and the type in the URL. This will make
         them the default index and type for every operation in the bulk. For example:
      

      
      curl -XPOST localhost:9200/get-together/_bulk --data-binary @$REQUESTS_FILE

      
      or

      
      curl -XPOST localhost:9200/get-together/group/_bulk --data-binary @$REQUESTS_FILE

      
      You can then omit the _index and _type fields from the request itself. If you specify them, index and type values from the request override those from the URL.
      

      
      The _id field indicates the ID of the document you’re indexing. If you omit that, Elasticsearch will automatically generate an ID
         for you, which is helpful if you don’t already have a unique ID for your documents. Logs, for example, work well with generated
         IDs because they don’t typically have a natural unique ID and you don’t need to retrieve logs by ID.
      

      
      If you don’t need to provide IDs and you index all documents in the same index and type, the bulk request from listing 10.1 gets quite a lot simpler, as shown in the following listing.
      

      
      
      

      
      
      Listing 10.2. Indexing two documents in the same index and type with automatic IDs
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      The result of your bulk insert should be a JSON containing the time it took to index your bulk and the responses for each
         operation. There’s also an errors flag, which indicates whether any of the operations failed. The whole response should look something like this:
      

      
      {
  "took" : 2,
  "errors" : false,
  "items" : [ {
    "create" : {
      "_index" : "get-together",
      "_type" : "group",
      "_id" : "AUyDuQED0pziDTnH-426",
      "_version" : 1,
      "status" : 201
    }
  }, {
    "create" : {
      "_index" : "get-together",
      "_type" : "group",
      "_id" : "AUyDuQED0pziDTnH-426",
      "_version" : 1,
      "status" : 201
    }
  } ]
}

      
      Note that because you’ve used automatic ID generation, the index operations were changed to create. If one document can’t be indexed for some reason, it doesn’t mean the whole bulk has failed, because items from the same
         bulk are independent of each other. That’s why you get a reply for each operation, instead of one for the whole bulk. You
         can use the response JSON in your application to determine which operation succeeded and which failed.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      When it comes to performance, bulk size matters. If your bulks are too big, they take too much memory. If they’re too small,
         there’s too much network overhead. The sweet spot depends on document size—you’d put a few big documents or more smaller ones
         in a bulk—and on the cluster’s firepower. A big cluster with strong machines can process bigger bulks faster and still serve
         searches with decent performance. In the end, you have to test and find the sweet spot for your use case. You can start with values like 1,000 small documents (such as logs) per bulk and
         increase until you don’t get a significant gain. Be sure to monitor your cluster in the meantime, as we’ll discuss in chapter 11.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Updating or deleting in bulks
      

      
      Within a single bulk, you can have any number of index or create operations and also any number of update or delete operations.
      

      
      update operations look similar to the index/create operations we just discussed, except for the fact that you must specify the ID. Also, the document content would contain
         doc or script according to the way you want to update, just as you specified doc or script in chapter 3 when you did individual updates.
      

      
      delete operations are a bit different than the rest because you have no document content. You just have the metadata line, like
         with updates, which has to contain the document’s ID.
      

      
      In the next listing you have a bulk that contains all four operations: index, create, update, and delete.
      

      
      Listing 10.3. Bulk with index, create, update, and delete
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      If the bulk APIs can be used to group multiple index, update, and delete operations together, you can do the same for search and get requests with the multisearch and multiget APIs, respectively. We’ll look at these next.
      

      
      
      
      
      10.1.2. Multisearch and multiget APIs
      

      
      The benefit of using multisearch and multiget is the same as with bulks: when you have to do multiple search or get requests, grouping them together saves time otherwise spent on network latency.
      

      
      
      Multisearch
      

      
      One use case for sending multiple search requests at once occurs when you’re searching in different types of documents. For
         example, let’s assume you have a search box in your get-together site. You don’t know whether a search is for groups or for
         events, so you’re going to search for both and offer different tabs in the UI: one for groups and one for events. Those two
         searches would have completely different scoring criteria, so you’d run them in different requests, or you could group these
         requests together in a multisearch request.
      

      
      The multisearch API has many similarities with the bulk API:

      
      

      
         
         	You hit the _msearch endpoint, and you may or may not specify an index and a type in the URL.
            
         

         
         	Each request has two single-line JSON strings: the first may contain parameters like index, type, routing value, or search
            type—that you’d normally put in the URI of a single request. The second line contains the query body, which is normally the
            payload of a single request.
            
         

         
      

      
      The listing that follows shows an example multisearch request for events and groups about Elasticsearch.

      
      
      

      Listing 10.4. Multisearch request for events and groups about Elasticsearch
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      Multiget
      

      
      Multiget makes sense when some processing external to Elasticsearch requires you to fetch a set of documents without doing
         any search. For example, if you’re storing system metrics and the ID is a timestamp, you might need to retrieve specific metrics
         from specific times without doing any filtering. To do that, you’d call the _mget endpoint and send a docs array with the index, type, and ID of the documents you want to retrieve, as in the next listing.
      

      
      Listing 10.5. _mget endpoint and docs array with index, type, and ID of documents
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      As with most other APIs, the index and type are optional, because you can also put them in the URL of the request. When the
         index and type are common for all IDs, it’s recommended to put them in the URL and put the IDs in an ids array, making the request from listing 10.5 much shorter:
      

      
      % curl localhost:9200/get-together/group/_mget?pretty -d '{
    "ids" : [ "1", "2" ]
}'

      
      Grouping multiple operations in the same requests with the multiget API might introduce a little complexity to your application,
         but it will make such requests faster without significant costs. The same applies to the multisearch and bulk APIs, and to
         make the best use of them, you can experiment with different request sizes and see which size works best for your documents
         and your hardware.
      

      
      Next, we’ll look at how Elasticsearch processes documents in bulks internally, in the form of Lucene segments, and how you
         can tune these processes to speed up indexing and searching.
      

      
      
      
      
      
      10.2. Optimizing the handling of Lucene segments
      

      
      Once Elasticsearch receives documents from your application, it indexes them in memory in inverted indices called segments. From time to time, these segments are written to disk. Recall from chapter 3 that these segments can’t be changed—only deleted—to make it easy for the operating system to cache them. Also, bigger segments
         are periodically created from smaller segments to consolidate the inverted indices and make searches faster.
      

      
      There are lots of knobs to influence how Elasticsearch handles these segments at every step, and configuring them to fit your
         use case often gives important performance gains. In this section, we’ll discuss these knobs and divide them into three categories:
      

      
      

      
         
         	How often to refresh and flush— Refreshing reopens Elasticsearch’s view on the index, making newly indexed documents available for search. Flushing commits indexed data from memory to the disk. Both refresh and flush operations are expensive in terms of performance, so
            it’s important to configure them correctly for your use case.
            
         

         
         	Merge policies— Lucene (and by inheritance, Elasticsearch) stores data into immutable groups of files called segments. As you index more data,
            more segments are created. Because a search in many segments is slow, small segments are merged in the background into bigger
            segments to keep their number manageable. Merging is performance intensive, especially for the I/O subsystem. You can adjust
            the merge policy to influence how often merges happen and how big segments can get.
            
         

         
         	Store and store throttling— Elasticsearch limits the impact of merges on your system’s I/O to a certain number of bytes per second. Depending on your
            hardware and use case, you can change this limit. There are also other options for how Elasticsearch uses the storage. For
            example, you can choose to store your indices only in memory.
            
         

         
      

      
      We’ll start with the category that typically gives you the biggest performance gain of the three: choosing how often to refresh
         and flush.
      

      
      
      10.2.1. Refresh and flush thresholds
      

      
      Recall from chapter 2 that Elasticsearch is often called near real time; that’s because searches are often not run on the very latest indexed data
         (which would be real time) but close to it.
      

      
      This near-real-time label fits because normally Elasticsearch keeps a point-in-time view of the index opened, so multiple
         searches would hit the same files and reuse the same caches. During this time, newly indexed documents won’t be visible to
         those searches until you do a refresh.
      

      
      Refreshing, as the name suggests, refreshes this point-in-time view of the index so your searches can hit your newly indexed data. That’s
         the upside. The downside is that each refresh comes with a performance penalty: some caches will be invalidated, slowing down
         searches, and the reopening process itself needs processing power, slowing down indexing.
      

      
      
      
      When to refresh
      

      
      The default behavior is to refresh every index automatically every second. You can change the interval for every index by
         changing its settings, which can be done at runtime. For example, the following command will set the automatic refresh interval
         to 5 seconds:
      

      
      % curl -XPUT localhost:9200/get-together/_settings -d '{
    "index.refresh_interval": "5s"
}'

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      To confirm that your changes were applied, you can get all the index settings by running curl localhost:9200/get-together/_settings?pretty.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      As you increase the value of refresh_interval, you’ll have more indexing throughput because you’ll spend fewer system resources on refreshing.
      

      
      Alternatively, you can set refresh_interval to -1 to effectively disable automatic refreshes and rely on manual refresh. This works well for use cases where indices change
         only periodically in batches, such as for a retail chain where products and stocks are updated every night. Indexing throughput
         is important because you want to consume those updates quickly, but data freshness isn’t, because you don’t get the updates
         in real time, anyway. So you can do nightly bulk index/updates with automatic refresh disabled and refresh manually when you’ve
         finished.
      

      
      To refresh manually, hit the _refresh endpoint of the index (or indices) you want to refresh:
      

      
      % curl localhost:9200/get-together/_refresh

      
      
      
      When to flush
      

      
      If you’re used to older versions of Lucene or Solr, you might be inclined to think that when a refresh happens, all data that
         was indexed (in memory) since the last refresh is also committed to disk.
      

      
      With Elasticsearch (and Solr 4.0 or later) the process of refreshing and the process of committing in-memory segments to disk
         are independent. Indeed, data is indexed first in memory, but after a refresh, Elasticsearch will happily search the in-memory
         segments as well. The process of committing in-memory segments to the actual Lucene index you have on disk is called a flush, and it happens whether the segments are searchable or not.
      

      
      To make sure that in-memory data isn’t lost when a node goes down or a shard is relocated, Elasticsearch keeps track of the
         indexing operations that weren’t flushed yet in a transaction log. Besides committing in-memory segments to disk, a flush
         also clears the transaction log, as shown in figure 10.2.
      

      
      
      

      
      
      Figure 10.2. A flush moves segments from memory to disk and clears the transaction log.
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      A flush is triggered in one of the following conditions, as shown in figure 10.3:
      

      
      
      
      Figure 10.3. A flush is triggered when the memory buffer or transaction log is full or at an interval.
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         	The memory buffer is full.
            
         

         
         	A certain amount of time passed since the last flush.
            
         

         
         	The transaction log hit a certain size threshold.
            
         

         
      

      
      To control how often a flush happens, you have to adjust the settings that control those three conditions.

      
      The memory buffer size is defined in the elasticsearch.yml configuration file through the indices.memory.index_buffer_size setting. This controls the overall buffer for the entire node, and the value can be either a percent of the overall JVM heap
         like 10% or a fixed value like 100 MB.
      

      
      Transaction log settings are index specific and control both the size at which a flush is triggered (via index.translog.flush_threshold_size) and the time since the last flush (via index.translog.flush_threshold_period). As with most index settings, you can change them at runtime:
      

      
      % curl -XPUT localhost:9200/get-together/_settings -d '{
  "index.translog": {
    "flush_threshold_size": "500mb",
    "flush_threshold_period": "10m"
  }
}'

      
      When a flush is performed, one or more segments are created on the disk. When you run a query, Elasticsearch (through Lucene)
         looks in all segments and merges the results in an overall shard result. Then, as you saw in chapter 2, per-shard results are aggregated into the overall results that go back to your application.
      

      
      The key thing to remember here about segments is that the more segments you have to search through, the slower the search.
         To keep the number of segments at bay, Elasticsearch (again, through Lucene) merges multiple sets of smaller segments into
         bigger segments in the background.
      

      
      
      
      
      10.2.2. Merges and merge policies
      

      
      We first introduced segments in chapter 3 as immutable sets of files that Elasticsearch uses to store indexed data. Because they don’t change, segments are easily
         cached, making searches fast. Also, changes to the dataset, such as the addition of a document, won’t require rebuilding the
         index for data stored in existing segments. This makes indexing new documents fast, too—but it’s not all good news. Updating
         a document can’t change the actual document; it can only index a new one. This requires deleting the old document, too. Deleting,
         in turn, can’t remove a document from its segment (that would require rebuilding the inverted index), so it’s only marked
         as deleted in a separate .del file. Documents are only actually removed during segment merging.
      

      
      This brings us to the two purposes of merging segments: to keep the total number of segments in check (and with it, query
         performance) and to remove deleted documents.
      

      
      Segment merging happens in the background, according to the defined merge policy. The default merge policy is tiered, which,
         as illustrated in figure 10.4, divides segments into tiers, and if you have more than the set maximum number of segments in a tier, a merge is triggered
         in that tier.
      

      
      
      

      
      
      Figure 10.4. Tiered merge policy performs a merge when it finds too many segments in a tier.
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      There are other merge policies, but in this chapter we’ll focus only on the tiered merge policy, which is the default, because
         it works best for most use cases.
      

      
      
         
            
         
         
            
               	
            

         
      

      TIP

      
      
      There are some nice videos and explanations of different merge policies on Mike McCandless’s blog (he’s a co-author of Lucene in Action, Second Edition [Manning Publications, 2010]): http://blog.mikemccandless.com/2011/02/visualizing-lucenes-segment-merges.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      Tuning merge policy options
      

      
      The overall purpose of merging is to trade I/O and some CPU time for search performance. Merging happens when you index, update,
         or delete documents, so the more you merge, the more expensive these operations get. Conversely, if you want faster indexing,
         you’ll need to merge less and sacrifice some search performance.
      

      
      In order to have more or less merging, you have a few configuration options. Here are the most important ones:

      
      

      
         
         	index.merge.policy.segments_per_tier— The higher the value, the more segments you can have in a tier. This will translate to less merging and better indexing performance.
            If you have little indexing and you want better search performance, lower this value.
            
         

         
         	index.merge.policy.max_merge_at_once— This setting limits how many segments can be merged at once. You’d typically make it equal to the segments_per_tier value. You could lower the max_merge_at_once value to force less merging, but it’s better to do that by increasing segments_per_tier. Make sure max_merge_at_once isn’t higher than segments_per_tier because that will cause too much merging.
            
         

         
         	index.merge.policy.max_merged_segment— This setting defines the maximum segment size; bigger segments won’t be merged with other segments. You’d lower this value
            if you wanted less merging and faster indexing because larger segments are more difficult to merge.
            
         

         
         	index.merge.scheduler.max_thread_count— Merging happens in the background on separate threads, and this setting controls the maximum number of threads that can be
            used for merging. This is the hard limit of how many merges can happen at once. You’d increase this setting for an aggressive
            merge policy on a machine with many CPUs and fast I/O, and you’d decrease it if you had a slow CPU or I/O.
            
         

         
      

      
      All those options are index-specific, and, as with transaction log and refresh settings, you can change them at runtime. For
         example, the following snippet forces more merging by reducing segments_per_tier to 5 (and with it, max_merge_at_once), lowers the maximum segment size to 1 GB, and lowers the thread count to 1 to work better with spinning disks:
      

      
      % curl -XPUT localhost:9200/get-together/_settings -d '{
  "index.merge": {
    "policy": {
      "segments_per_tier": 5,
      "max_merge_at_once": 5,
      "max_merged_segment": "1gb"
    },
    "scheduler.max_thread_count": 1
  }
}'

      
      
      
      Optimizing indices
      

      
      As with refreshing and flushing, you can trigger a merge manually. A forced merge call is also known as optimize, because you’d typically run it on an index that isn’t going to be changed later to optimize it to a specified (low) number
         of segments for faster searching.
      

      
      As with any aggressive merge, optimizing is I/O intensive and invalidates lots of caches. If you continue to index, update,
         or delete documents from that index, new segments will be created and the advantages of optimizing will be lost. Thus, if
         you want fewer segments on an index that’s constantly changing, you should tune the merge policy.
      

      
      Optimizing makes sense on a static index. For example, if you index social media data and you have one index per day, you
         know you’ll never change yesterday’s index until you remove it for good. It might help to optimize it to a low number of segments,
         as shown in figure 10.5, which will reduce its total size and speed up queries once caches are warmed up again.
      

      
      
      

      
      
      Figure 10.5. Optimizing makes sense for indices that don’t get updates.
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      To optimize, you’d hit the _optimize endpoint of the index or indices you need to optimize. The max_num_segments option indicates how many segments you should end up with per shard:
      

      
      % curl localhost:9200/get-together/_optimize?max_num_segments=1

      
      An optimize call can take a long time on a large index. You can send it to the background by setting wait_for_merge to false.
      

      
      One possible reason for an optimize (or any merge) being slow is that Elasticsearch, by default, limits the amount of I/O
         throughput merge operations can use. This limiting is called store throttling, and we’ll discuss it next, along with other options for storing your data.
      

      
      
      
      
      10.2.3. Store and store throttling
      

      
      In early versions of Elasticsearch, heavy merging could slow down the cluster so much that indexing and search requests would
         take unacceptably long, or nodes could become unresponsive altogether. This was all due to the pressure of merging on the
         I/O throughput, which would make the writing of new segments slow. Also, CPU load was higher due to I/O wait.
      

      
      As a result, Elasticsearch now limits the amount of I/O throughput that merges can use through store throttling. By default,
         there’s a node-level setting called indices.store.throttle.max_bytes_per_sec, which defaults to 20mb as of version 1.5.
      

      
      This limit is good for stability in most use cases but won’t work well for everyone. If you have fast machines and lots of
         indexing, merges won’t keep up, even if there’s enough CPU and I/O to perform them. In such situations, Elasticsearch makes
         internal indexing work only on one thread, slowing it down to allow merges to keep up. In the end, if your machines are fast,
         indexing might be limited by store throttling. For nodes with SSDs, you’d normally increase the throttling limit to 100–200
         MB.
      

      
      
      
      Changing store throttling limits
      

      
      If you have fast disks and need more I/O throughput for merging, you can raise the store throttling limit. You can also remove
         the limit altogether by setting indices .store.throttle.type to none. On the other end of the spectrum, you can apply the store throttling limit to all of Elasticsearch’s disk operations, not
         just merge, by setting indices.store.throttle.type to all.
      

      
      Those settings can be changed from elasticsearch.yml on every node, but they can also be changed at runtime through the Cluster
         Update Settings API. Normally, you’d tune them while monitoring how much merging and other disk activities are actually happening—we’ll
         show you how to do that in chapter 11.
      

      
      
         
            
         
         
            
               	
            

         
      

      TIP

      
      
      Elasticsearch 2.0, which will be based on Lucene 5.0, will use Lucene’s auto-io-throttle feature,[1] which will automatically throttle merges based on how much indexing is going on. If there’s little indexing, merges will
         be throttled more so they won’t affect searches. If there’s lots of indexing, there will be less merge throttling, so that
         merges won’t fall behind.
      

      
         1 
            
For more details, check the Lucene issue, https://issues.apache.org/jira/browse/LUCENE-6119, and the Elasticsearch issue, https://github.com/elastic/elasticsearch/pull/9243.
            

         

      

      
      
         
            
         
         
            
               	
            

         
      

      
      The following command would raise the throttling limit to 500 MB/s but apply it to all operations. It would also make the
         change persistent to survive full cluster restarts (which is opposed to transient settings that are lost when the cluster
         is restarted):
      

      
      % curl -XPUT localhost:9200/_cluster/settings -d '{
  "persistent": {
    "indices.store.throttle": {
      "type": "all",
      "max_bytes_per_sec": "500mb"
    }
  }
}'

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      As with index settings, you can also get cluster settings to see if they’re applied. You’d do that by running curl localhost:9200/_cluster/settings?pretty.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Configuring store
      

      
      When we talked about flushes, merges, and store throttling, we said “disk” and “I/O” because that’s the default: Elasticsearch
         will store indices in the data directory, which defaults to /var/lib/elasticsearch/data if you installed Elasticsearch from
         a RPM/DEB package, or the data/ directory from the unpacked tar.gz or ZIP archive if you installed it manually. You can change
         the data directory from the path.data property of elasticsearch.yml.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      
      You can specify multiple directories in path.data which—in version 1.5, at least—will put different files in different directories to achieve striping (assuming those directories
         are on different disks). If that’s what you’re after, you’re often better off using RAID0, in terms of both performance and
         reliability. For this reason, the plan is to put each shard in the same directory instead of striping it.[2]

      
         2 
            
More details can be found on Elasticsearch’s bug tracker: https://github.com/elastic/elasticsearch/issues/9498.
            

         

      

      
      
         
            
         
         
            
               	
            

         
      

      
      The default store implementation stores index files in the file system, and it works well for most use cases. To access Lucene
         segment files, the default store implementation uses Lucene’s MMapDirectory for files that are typically large or need to be randomly accessed, such as term dictionaries. For the other types of files,
         such as stored fields, Elasticsearch uses Lucene’s NIOFSDirectory.
      

      
      
      
      MMapDirectory
      

      
      MMapDirectory takes advantage of file system caches by asking the operating system to map the needed files in virtual memory in order to
         access that memory directly. To Elasticsearch, it looks as if all the files are available in memory, but that doesn’t have
         to be the case. If your index size is larger than your available physical memory, the operating system will happily take unused
         files out of the caches to make room for new ones that need to be read. If Elasticsearch needs those uncached files again,
         they’ll be loaded in memory while other unused files are taken out and so on. The virtual memory used by MMapDirectory works similarly to the system’s virtual memory (swap), where the operating system uses the disk to page out unused memory
         in order to be able to serve multiple applications.
      

      
      
      
      NIOFSDirectory
      

      
      Memory-mapped files also imply an overhead because the application has to tell the operating system to map a file before accessing
         it. To reduce this overhead, Elasticsearch uses NIOFSDirectory for some types of files. NIOFSDirectory accesses files directly, but it has to copy the data it needs to read in a buffer in the JVM heap. This makes it good for
         small, sequentially accessed files, whereas MMapDirectory works well for large, randomly accessed files.
      

      
      The default store implementation is best for most use cases. You can, however, choose other implementations by changing index.store.type in the index settings to values other than default:
      

      
      

      
         
         	mmapfs— This will use the MMapDirectory alone and will work well, for example, if you have a relatively static index that fits in your physical memory.
            
         

         
         	niofs— This will use NIOFSDirectory alone and would work well on 32-bit systems, where virtual memory address space is limited to 4 GB, which will prevent you
            from using mmapfs or default for larger indices.
            
         

         
      

      
      Store type settings need to be configured when you create the index. For example, the following command creates an mmap-ed
         index called unit-test:
      

      
      % curl -XPUT localhost:9200/unit-test -d '{
  "index.store.type": "mmapfs"
}'

      
      If you want to apply the same store type for all newly created indices, you can set index.store.type to mmapfs in elasticsearch.yml. In chapter 11 we’ll introduce index templates, which allow you to define index settings that would apply to new indices matching specific
         patterns. Templates can also be changed at runtime, and we recommend using them instead of the more static elasticsearch.yml
         equivalent if you often create new indices.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Open files and virtual memory limits
         
         Lucene segments that are stored on disk can spread onto many files, and when a search runs, the operating system needs to
            be able to open many of them. Also, when you’re using the default store type or mmapfs, the operating system has to map some of those stored files into memory—even though these files aren’t in memory, to the
            application it’s like they are, and the kernel takes care of loading and unloading them in the cache. Linux has configurable
            limits that prevent the applications from opening too many files at once and from mapping too much memory. These limits are
            typically more conservative than needed for Elasticsearch deployments, so it’s recommended to increase them. If you’re installing
            Elasticsearch from a DEB or RPM package, you don’t have to worry about this because they’re increased by default. You can
            find these variables in /etc/default/elasticsearch or /etc/sysconfig/elasticsearch:
         

         
         MAX_OPEN_FILES=65535

MAX_MAP_COUNT=262144

         
         To increase those limits manually, you have to run ulimit -n 65535 as the user who starts Elasticsearch for the open files and run sysctl -w vm.max_map_count =262144 as root for the virtual memory.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The default store type is typically the fastest because of the way the operating system caches files. For caching to work
         well, you need to have enough free memory.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      From Elasticsearch 2.0 on, you’ll be able to compress stored fields (and _source) further by setting index.codec to best_compression.[3] The default (named default, as with store types) still compresses stored fields by using LZ4, but best_compression uses deflate.[4] Higher compression will slow down operations that need _source, like fetching results or highlighting. Other operations, such as aggregations, should be at least equally fast because the
         overall index will be smaller and easier to cache.
      

      
         3 
            
For more details, check the Elasticsearch issue, https://github.com/elastic/elasticsearch/pull/8863, and the main Lucene issue, https://issues.apache.org/jira/browse/LUCENE-5914.
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https://en.wikipedia.org/wiki/DEFLATE

         

      

      
      
         
            
         
         
            
               	
            

         
      

      
      We mentioned how merge and optimize operations invalidate caches. Managing caches for Elasticsearch to perform well deserves more explanation, so we’ll discuss
         that next.
      

      
      
      
      
      
      10.3. Making the best use of caches
      

      
      One of Elasticsearch’s strong points—if not the strongest point—is the fact that you can query billions of documents in milliseconds
         with commodity hardware. And one of the reasons this is possible is its smart caching. You might have noticed that after indexing
         lots of data, the second query can be orders of magnitude faster than the first one. It’s because of caching—for example,
         when you combine filters and queries—that the filter cache plays an important role in keeping your searches fast.
      

      
      In this section we’ll discuss the filter cache and two other types of caches: the shard query cache, useful when you run aggregations
         on static indices because it caches the overall result, and the operating system caches, which keep your I/O throughput high
         by caching indices in memory.
      

      
      Finally, we’ll show you how to keep all those caches warm by running queries at each refresh with index warmers. Let’s start
         by looking at the main type of Elasticsearch-specific cache—the filter cache—and how you can run your searches to make the
         best use of it.
      

      
      
      10.3.1. Filters and filter caches
      

      
      In chapter 4 you saw that lots of queries have a filter equivalent. Let’s say that you want to look for events on the get-together site
         that happened in the last month. To do that, you could use the range query or the equivalent range filter.
      

      
      In chapter 4 we said that of the two, we recommend using the filter, because it’s cacheable. The range filter is cached by default, but
         you can control whether a filter is cached or not through the _cache flag.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Elasticsearch 2.0 will cache, by default, only frequently used filters and only on bigger segments (that were merged at least
         once). This should prevent caching too aggressively but should also catch frequent filters and optimize them. More implementation
         details can be found in the Elasticsearch[5] and Lucene[6] issues about filter caching. This flag applies to all filters; for example, the following snippet will filter events with "elasticsearch" in the verbatim tag but won’t cache the results:
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https://github.com/elastic/elasticsearch/pull/8573
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https://issues.apache.org/jira/browse/LUCENE-6077

         

      

      
      % curl localhost:9200/get-together/group/_search?pretty -d '{
  "query": {
    "filtered": {
      "filter": {
        "term": {
          "tags.verbatim": "elasticsearch",
          "_cache": false
        }
      }
    }
  }
}'

      
      
         
            
         
         
            
               	
            

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Although all filters have the _cache flag, it doesn’t apply in 100% of cases. For the range filter, if you use "now" as one of the boundaries, the flag is ignored. For the has_child or has_parent filters, the _cache flag doesn’t apply at all.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      Filter cache
      

      
      The results of a filter that’s cached are stored in the filter cache. This cache is allocated at the node level, like the
         index buffer size you saw earlier. It defaults to 10%, but you can change it from elasticsearch.yml according to your needs.
         If you use filters a lot and cache them, it might make sense to increase the size. For example:
      

      
      indices.cache.filter.size: 30%

      
      How do you know if you need more (or less) filter cache? By monitoring your actual usage. As we’ll explore in chapter 11 on administration, Elasticsearch exposes lots of metrics, including the amount of filter cache that’s actually used and the
         number of cache evictions. An eviction happens when the cache gets full and Elasticsearch drops the least recently used (LRU) entry in order to make room for the
         new one.
      

      
      In some use cases, filter cache entries have a short lifespan. For example, users typically filter get-together events by
         a particular subject, refine their queries until they find what they want, and then leave. If nobody else is searching for
         events on the same subject, that cache entry will stick around doing nothing until it eventually gets evicted. A full cache
         with many evictions would make performance suffer because every search will consume CPU cycles to squeeze new cache entries
         by evicting old ones.
      

      
      In such use cases, to prevent evictions from happening exactly when queries are run, it makes sense to set a time to live
         (TTL) on cache entries. You can do that on a per-index basis by adjusting index.cache.filter.expire. For example, the following snippet will expire filter caches after 30 minutes:
      

      
      % curl -XPUT localhost:9200/get-together/_settings -d '{
  "index.cache.filter.expire": "30m"
}'

      
      Besides making sure you have enough room in your filter caches, you need to run your filters in a way that takes advantage
         of these caches.
      

      
      
      
      Combining filters
      

      
      You often need to combine filters—for example, when you’re searching for events in a certain time range, but also with a certain
         number of attendees. For best performance, you’ll need to make sure that caches are well used when filters are combined and
         that filters run in the right order.
      

      
      To understand how to best combine filters, we need to revisit a concept discussed in chapter 4: bitsets. A bitset is a compact array of bits, and it’s used by Elasticsearch to cache whether a document matches a filter or not. Most filters
         (such as the range and terms filter) use bitsets for caching. Other filters, such as the script filter, don’t use bitsets because Elasticsearch has to iterate through all documents anyway. Table 10.1 shows which of the important filters use bitsets and which don’t.
      

      
      Table 10.1. Which filters use bitsets
      

      
         
            
            
         
         
            
               	
                  Filter type

               
               	
                  Uses bitset

               
            

         
         
            
               	term
               	Yes
            

            
               	terms
               	Yes, but you can configure it differently, as we’ll explain in a bit
            

            
               	exists/missing
               	Yes
            

            
               	prefix
               	Yes
            

            
               	regexp
               	No
            

            
               	nested/has_parent/has_child
               	No
            

            
               	script
               	No
            

            
               	geo filters (see appendix A)
               
               	No
            

         
      

      
      For filters that don’t use bitsets, you can still set _cache to true in order to cache results of that exact filter. Bitsets are different than simply caching the results because they have the following characteristics:
      

      
      

      
         
         	They’re compact and easy to create, so the overhead of creating the cache when the filter is first run is insignificant.
            
         

         
         	They’re stored per individual filter; for example, if you use a term filter in two different queries or within two different bool filters, the bitset of that term can be reused.
            
         

         
         	They’re easy to combine with other bitsets. If you have two queries that use bitsets, it’s easy for Elasticsearch to do a
            bitwise AND or OR in order to figure out which documents match the combination.
            
         

         
      

      
      To take advantage of bitsets, you need to combine filters that use them in a bool filter that will do that bitwise AND or OR, which is easy for your CPU. For example, if you want to show only groups where either Lee is a member or that contain the
         tag elasticsearch, it could look like this:
      

      
      "filter": {
  "bool": {
    "should": [
      {
        "term": {
          "tags.verbatim": "elasticsearch"
        }
      },
      {
        "term": {
          "members": "lee"
        }
      }
    ]
  }
}

      
      The alternative to combining filters is using the and, or, and not filters. These filters work differently because unlike the bool filter, they don’t use bitwise AND or OR. They run the first filter, pass the matching documents to the next one, and so on. As a result, and, or, and not filters are better when it comes to combining filters that don’t use bitsets. For example, if you want to show groups having
         at least three members, with events organized in July 2013, the filter might look like this:
      

      
      "filter": {
  "and": [
      {
        "has_child": {
          "type": "event",
          "filter": {
            "range": {
              "date": {
                "from": "2013-07-01T00:00",
                "to": "2013-08-01T00:00"
              }
            }
          }
        }
      },
      {
        "script": {
          "script": "doc['members'].values.length > minMembers",
          "params": {
            "minMembers": 2
          }
        }
      }
    ]
}

      
      If you’re using both bitset and nonbitset filters, you can combine the bitset ones in a bool filter and put that bool filter in an and/or/not filter, along with the nonbitset filters. For example, in the next listing you’ll look for groups with at least two members
         where either Lee is one of them or the group is about Elasticsearch.
      

      
      Listing 10.6. Combine bitset filters in a bool filter inside an and/or/not filter
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      Whether you combine filter with the bool, and, or, or not filters, the order in which those filters are executed is important. Cheaper filters, such as the term filter, should be placed before expensive filters, such as the script filter. This would make the expensive filter run on a smaller set of documents—those that already matched previous filters.
      

      
      
      
      Running filters on field data
      

      
      So far, we’ve discussed how bitsets and cached results make your filters faster. Some filters use bitsets; some can cache
         the overall results. Some filters can also run on field data. We first discussed field data in chapter 6 as an in-memory structure that keeps a mapping of documents to terms. This mapping is the opposite of the inverted index, which maps terms to documents. Field data
         is typically used when sorting and during aggregations, but some filters can use it, too: the terms and the range filters.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      An alternative to the in-memory field data is to use doc values, which are calculated at index time and stored on disk with
         the rest of your index. As we pointed out in chapter 6, doc values work for numeric and not-analyzed string fields. In Elasticsearch 2.0, doc values will be used by default for
         those fields because holding field data in the JVM heap is usually not worth the performance increase.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      A terms filter can have lots of terms, and a range filter with a wide range will (under the hood) match lots of numbers (and numbers are also terms). Normal execution of those
         filters will try to match every term separately and return the set of unique documents, as illustrated in figure 10.6.
      

      
      
      
      Figure 10.6. By default, the terms filter is checking which documents match each term, and it intersects the lists.
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      As you can imagine, filtering on many terms could get expensive because there would be many lists to intersect. When the number
         of terms is large, it can be faster to take the actual field values one by one and see if the terms match instead of looking
         in the index, as illustrated in figure 10.7.
      

      
      
      
      Figure 10.7. Field data execution means iterating through documents but no list intersections.
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      These field values would be loaded in the field data cache by setting execution to fielddata in the terms or range filters. For example, the following range filter will get events that happened in 2013 and will be executed on field data:
      

      
      "filter": {
  "range": {
    "date": {

      "gte": "2013-01-01T00:00",
      "lt": "2014-01-01T00:00"
    },
    "execution": "fielddata"
  }
}

      
      Using field data execution is especially useful when the field data is already used by a sort operation or an aggregation.
         For example, running a terms aggregation on the tags field will make a subsequent terms filter for a set of tags faster because the field data is already loaded.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Other execution modes for the terms filter: bool and and/or
         
         The terms filter has other execution modes, too. If the default execution mode (called plain) builds a bitset to cache the overall result, you can set it to bool in order to have a bitset for each term instead. This is useful when you have different terms filters, which have lots of terms in common.
         

         
         Also, there are and/or execution modes that perform a similar process, except the individual term filters are wrapped in an and/or filter instead of a bool filter.
         

         
         Usually, the and/or approach is slower than bool because it doesn’t take advantage of bitsets. and/or might be faster if the first term filters match only a few documents, which makes subsequent filters extremely fast.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      To sum up, you have three options for running your filters:

      
      

      
         
         	Caching them in the filter cache, which is great when filters are reused
            
         

         
         	Not caching them if they aren’t reused
            
         

         
         	Running terms and range filters on field data, which is good when you have many terms, especially if the field data for that field is already loaded
            
         

         
      

      
      Next, we’ll look at the shard query cache, which is good for when you reuse entire search requests over static data.

      
      
      
      
      10.3.2. Shard query cache
      

      
      The filter cache is purpose-built to make parts of a search—namely filters that are configured to be cached—run faster. It’s
         also segment-specific: if some segments get removed by the merge process, other segments’ caches remain intact. By contrast,
         the shard query cache maintains a mapping between the whole request and its results on the shard level, as illustrated in
         figure 10.8. If a shard has already answered an identical request, it can serve it from the cache.
      

      
      
      

      
      
      Figure 10.8. The shard query cache is more high-level than the filter cache.
      

      
      [image: ]

      
      
      As of version 1.4, results cached at the shard level are limited to the total number of hits (not the hits themselves), aggregations,
         and suggestions. That’s why (in version 1.5, at least) shard query cache works only when your query has search_type set to count.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      By setting search_type to count in the URI parameters, you tell Elasticsearch that you’re not interested in the query results, only in their number. We’ll
         look at count and other search types later in this section. In Elasticsearch 2.0, setting size to 0 will also work and search_type=count will be deprecated.[7]
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      The shard query cache entries differ from one request to another, so they apply only to a narrow set of requests. If you’re
         searching for a different term or running a slightly different aggregation, it will be a cache miss. Also, when a refresh
         occurs and the shard’s contents change, all shard query cache entries are invalidated. Otherwise, new matching documents could
         have been added to the index, and you’d get outdated results from the cache.
      

      
      This narrowness of cache entries makes the shard query cache valuable only when shards rarely change and you have many identical
         requests. For example, if you’re indexing logs and have time-based indices, you may often run aggregations on older indices
         that typically remain unchanged until they’re deleted. These older indices are ideal candidates for a shard query cache.
      

      
      To enable the shard query cache by default on the index level, you can use the indices update settings API:

      
      % curl -XPUT localhost:9200/get-together/_settings -d '{
  "index.cache.query.enable": true
}'

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      As with all index settings, you can enable the shard query cache at index creation, but it makes sense to do that only if
         your new index gets queried a lot and updated rarely.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      For every query, you can also enable or disable the shard query cache, overriding the index-level setting, by adding the query_cache parameter. For example, to cache the frequent top_tags aggregation on our get-together index, even if the default is disabled, you can run it like this:
      

      
      % URL="localhost:9200/get-together/group/_search"
% curl "$URL?search_type=count&query_cache&pretty" -d '{
  "aggs": {
    "top_tags": {
      "terms": {
        "field": "tags.verbatim"
      }
    }
  }
}'

      
      Like the filter cache, the shard query cache has a size configuration parameter. The limit can be changed at the node level by adjusting indices.cache.query.size from elasticsearch.yml, from the default of 1% of the JVM heap.
      

      
      When sizing the JVM heap itself, you need to make sure you have enough room for both the filter and the shard query caches.
         If memory (especially the JVM heap) is limited, you should lower cache sizes to make more room for memory that’s used anyway
         by index and search requests in order to avoid out-of-memory exceptions.
      

      
      Also, you need to have enough free RAM besides the JVM heap to allow the operating system to cache indices stored on disk;
         otherwise you’ll have a lot of disk seeks.
      

      
      Next we’ll look at how you can balance the JVM heap with the OS caches and why that matters.
      

      
      
      
      10.3.3. JVM heap and OS caches
      

      
      If Elasticsearch doesn’t have enough heap to finish an operation, it throws an out-of-memory exception that effectively makes
         the node crash and fall out of the cluster. This puts an extra load on other nodes as they replicate and relocate shards in
         order to get back to the configured state. Because nodes are typically equal, this extra load is likely to make at least another
         node run out of memory. Such a domino effect can bring down your entire cluster.
      

      
      When the JVM heap is tight, even if you don’t see an out-of-memory error in the logs, the node may become just as unresponsive.
         This can happen because the lack of memory pressures the garbage collector (GC) to run longer and more often in order to free
         memory. As the GC takes more CPU time, there’s less computing power on the node for serving requests or even answering pings
         from the master, causing the node to fall out of the cluster.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Too much GC? Let’s search the web for some GC tuning tips!
         
         When GC is taking a lot of CPU time, the engineer in us is tempted to find that magic JVM setting that will cure everything.
            More often than not, it’s the wrong place to search for a solution because heavy GC is just a symptom of Elasticsearch needing
            more heap than it has.
         

         
         Although increasing the heap size is an obvious solution, it’s not always possible. The same applies to adding more data nodes.
            Instead, you can look at a number of tricks to reduce your heap usage:
         

         
         

         
            
            	Reduce the index buffer size that we discussed in section 10.2.
               
            

            
            	Reduce the filter cache and/or shard query cache.
               
            

            
            	Reduce the size value of searches and aggregations (for aggregations, you also have to take care of shard_size).
               
            

            
            	If you have to make do with large sizes, you can add some non-data and non-master nodes to act as clients. They’ll take the
               hit of aggregating per-shard results of searches and aggregations.
               
            

            
         

         
         Finally, Elasticsearch uses another cache type to work around the way Java does garbage collection. There’s a young generation
            space where new objects are allocated. They’re “promoted” to old generation if they’re needed for long enough or if lots of
            new objects are allocated and the young space fills up. This last problem appears especially with aggregations, which have
            to iterate through large sets of documents and create lots of objects that might be reused with the next aggregation.
         

         
         Normally you want these potentially reusable objects used by aggregations to be promoted to the old generation instead of
            some random temporary objects that just happen to be there when the young generation fills up. To achieve this, Elasticsearch
            implements a PageCacheRecycler[8] where big arrays used by aggregations are kept from being garbage collected. This default page cache is 10% of the total
            heap, and in some cases it might be too much (for example, you have 30 GB of heap, making the cache a healthy 3 GB). You can
            control the size of this cache from elasticsearch.yml via cache.recycler.page.limit.heap.
         

         
            8 
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         Still, there are times when you’d need to tune your JVM settings (although the defaults are very good), such as when you have
            almost enough memory but the cluster has trouble when some rare but long GC pauses kick in. You have some options to make
            GC kick in more often but stop the world less, effectively trading overall throughput for better latency:
         

         
         

         
            
            	Increase the survivor space (lower -XX:SurvivorRatio) or the whole young generation (lower -XX:NewRatio) compared to the overall
               heap. You can check if this is needed by monitoring different generations.[9] More space should give more time for the young GC to clean up short-lived objects before they get promoted to the old generation,
               where a GC will stop the world for longer. But making these spaces too large will make the young GC work too hard and become
               inefficient, because longer-living objects have to be copied between the two survivor spaces
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            	Use the G1 GC (-XX:+UseG1GC), which will dynamically allocate space for different generations and is optimized for large-memory,
               low-latency use cases. It’s not used as the default as of version 1.5 because there are still some bugs showing up[10] on 32-bit machines, so make sure you test it thoroughly before using G1 in production.
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      Can you have too large of a heap?
      

      
      It might have been obvious that a heap that’s too small is bad, but having a heap that’s too large isn’t great either. A heap
         size of more than 32 GB will automatically make pointers uncompressed and waste memory. How much wasted memory? It depends
         on the use case: it can vary from as little as 1 GB for 32 GB if you’re doing mostly aggregations (which use big arrays that
         have few pointers) to something like 10 GB if you’re using filter caches a lot (which have many small entries with many pointers).
         If you really need more than 32 GB of heap, you’re sometimes better off running two or more nodes on the same machine, each
         with less than 32 GB of heap, and dividing the data between them through sharding.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      If you end up with multiple Elasticsearch nodes on the same physical machine, you need to make sure that two replicas of the
         same shard aren’t allocated on the same physical machine under different Elasticsearch nodes. Otherwise, if a physical machine
         goes down, you’ll lose two copies of that shard. To prevent this, you can use shard allocation, as described in chapter 11.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Below 32 GB too much heap still isn’t ideal (actually, at exactly 32 GB you already lose compressed pointers, so it’s best
         to stick with 31 GB as a maximum). The RAM on your servers that isn’t occupied by the JVM is typically used by the operating
         system to cache indices that are stored on the disk. This is especially important if you have magnetic or network storage
         because fetching data from the disk while running a query will delay its response. Even with fast SSDs, you’ll get the best
         performance if the amount of data you need to store on a node can fit in its OS caches.
      

      
      So far we’ve seen that a heap that’s too small is bad because of GC and out-of-memory issues, and one that’s too big is bad,
         too, because it diminishes OS caches. What’s a good heap size, then?
      

      
      
      
      Ideal heap size: follow the half rule
      

      
      Without knowing anything about the actual heap usage for your use case, the rule of thumb is to allocate half of the node’s
         RAM to Elasticsearch, but no more than 32 GB. This “half” rule often gives a good balance between heap size and OS caches.
      

      
      If you can monitor the actual heap usage (and we’ll show you how to do that in chapter 11), a good heap size is just large enough to accommodate the regular usage plus any spikes you might expect. Memory usage spikes
         could happen—for example, if someone decides to run a terms aggregation with size 0 on an analyzed field with many unique terms. This will force Elasticsearch to load all terms in memory
         in order to count them. If you don’t know what spikes to expect, the rule of thumb is again half: set a heap size 50% higher
         than your regular usage.
      

      
      For OS caches, you depend mostly on the RAM of your servers. That being said, you can design your indices in a way that works
         best with your operating system’s caching. For example, if you’re indexing application logs, you can expect that most indexing
         and searching will involve recent data. With time-based indices, the latest index is more likely to fit in the OS cache than
         the whole dataset, making most operations faster. Searches on older data will often have to hit the disk, but users are more
         likely to expect and tolerate slow response times on these rare searches that span longer periods of time. In general, if
         you can put “hot” data in the same set of indices or shards by using time-based indices, user-based indices, or routing, you’ll
         make better use of OS caches.
      

      
      All the caches we discussed so far—filter caches, shard query caches, and OS caches—are typically built when a query first
         runs. Loading up the caches makes that first query slower, and the slowdown increases with the amount of data and the complexity
         of the query. If that slowdown becomes a problem, you can warm up the caches in advance by using index warmers, as you’ll
         see next.
      

      
      
      
      
      10.3.4. Keeping caches up with warmers
      

      
      A warmer allows you to define any kind of search request: it can contain queries, filters, sort criteria, and aggregations. Once it’s
         defined, the warmer will make Elasticsearch run the query with every refresh operation. This will slow down the refresh, but
         the user queries will always run on “warm” caches.
      

      
      Warmers are useful when first-time queries are too slow and it’s preferable for the refresh operation to take that hit rather
         than the user. If our get-together site example had millions of events and consistent search performance was important, warmers
         would be useful. Slower refreshes shouldn’t concern you too much, because you expect groups and events to be searched for
         more often than they’re modified.
      

      
      To define a warmer on an existing index, you’d issue a PUT request to the index’s URI, with _warmer as the type and the chosen warmer name as an ID, as shown in listing 10.7. You can have as many warmers as you want, but keep in mind that the more warmers you have, the slower your refreshes will
         be. Typically, you’d use a few popular queries as your warmers. For example, in the following listing, you’ll put two warmers:
         one for upcoming events and one for popular group tags.
      

      
      
      
      Listing 10.7. Two warmers for upcoming events and popular group tags
      

      
      curl -XPUT 'localhost:9200/get-together/event/_warmer/upcoming_events' -d '{
  "sort": [ {
    "date": { "order": "desc" }
  }]
}'
# {"acknowledged": true}
curl -XPUT 'localhost:9200/get-together/group/_warmer/top_tags' -d '{
  "aggs": {
    "top_tags": {
      "terms": {
        "field": "tags.verbatim"
      }
    }
  }
}'
# {"acknowledged": true}

      
      
      Later on, you can get the list of warmers for an index by doing a GET request on the _warmer type:
      

      
      curl localhost:9200/get-together/_warmer?pretty

      
      You can also delete warmers by sending a DELETE request to the warmer’s URI:
      

      
      curl -XDELETE localhost:9200/get-together/_warmer/top_tags

      
      If you’re using multiple indices, it makes sense to register warmers at index creation. To do that, define them under the
         warmers key in the same way you do with mappings and settings, as shown in the following listing.
      

      
      
      
      
      Listing 10.8. Register warmer at index creation time
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      Tip

      
      
      
      If new indices are created automatically, which might occur if you’re using time-based indices, you can define warmers in
         an index template that will be applied automatically to newly created indices. We’ll talk more about index templates in chapter 11, which is all about how to administer your Elasticsearch cluster.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      So far we’ve talked about general solutions: how to keep caches warm and efficient to make your searches fast, how to group
         requests to reduce network latency, and how to configure segment refreshing, flushing, and storing in order to make your indexing
         and searching fast. All of this also should reduce the load on your cluster.
      

      
      Next we’ll talk about narrower best practices that apply to specific use cases, such making your scripts fast or doing deep
         paging efficiently.
      

      
      
      
      
      10.4. Other performance tradeoffs
      

      
      In previous sections, you might have noticed that to make an operation fast, you need to pay with something. For example,
         if you make indexing faster by refreshing less often, you pay with searches that may not “see” recently indexed data. In this
         section we’ll continue looking at such tradeoffs, especially those that occur in more specific use cases, by answering questions
         on the following topics:
      

      
      

      
         
         	Inexact matches— Should you get faster searches by using ngrams and shingles at index time? Or is it better to use fuzzy and wildcard queries?
            
         

         
         	Scripts— Should you trade some flexibility by calculating as much as possible at index time? If not, how can you squeeze more performance
            out of them?
            
         

         
         	Distributed search— Should you trade some network round-trips for more accurate scoring?
            
         

         
         	Deep paging— Is it worth trading memory to get page 100 faster?
            
         

         
      

      
      By the time this chapter ends, we’ll have answered all these questions and lots of others that will come up along the way.
         Let’s start with inexact matches.
      

      
      
      
      10.4.1. Big indices or expensive searches
      

      
      Recall from chapter 4 that to get inexact matches—for example, to tolerate typos—you can use a number of queries:
      

      
      

      
         
         	Fuzzy query— This query matches terms at a certain edit distance from the original. For example, omitting or adding an extra character
            would make a distance of 1.
            
         

         
         	Prefix query or filter— These match terms starting with the sequence you provide.
            
         

         
         	Wildcards— These allow you to use ? and * to substitute one or many characters. For example, "e*search" would match “elasticsearch.”
            
         

         
      

      
      These queries offer lots of flexibility, but they’re also more expensive than simple queries, such as term queries. For an
         exact match, Elasticsearch has to find only one term in the term dictionary, whereas fuzzy, prefix, and wildcard queries have
         to find all terms matching the given pattern.
      

      
      There’s also another solution for tolerating typos and other inexact matches: ngrams. Recall from chapter 5 that ngrams generate tokens from each part of the word. If you use them at both index and query time, you’ll get similar
         functionality to a fuzzy query, as you can see in figure 10.9.
      

      
      
      
      Figure 10.9. Ngrams generate more terms than you need with fuzzy queries, but they match exactly.
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      Which approach is best for performance? As with everything in this chapter, there’s a tradeoff, and you need to choose where
         you want to pay the price:
      

      
      

      
         
         	Fuzzy queries slow down your searches, but your index is the same as with exact matches.
            
         

         
         	Ngrams, on the other hand, increase the size of your index. Depending on ngram and term sizes, the index size with ngrams
            can increase a few times. Also, if you want to change ngram settings, you have to re-index all data, so there’s less flexibility,
            but searches are typically faster overall with ngrams.
            
         

         
      

      
      The ngram method is typically better when query latency is important or when you have lots of concurrent queries to support,
         so you need each one to take less CPU. Ngrams cause indices to be bigger, but they need to still fit in OS caches or you need
         fast disks—otherwise performance will degrade because your index is too big.
      

      
      The fuzzy approach, on the other hand, is better when you need indexing throughput, where index size is an issue, or you have
         slow disks. Fuzzy queries also help if you need to change them often, such as by adjusting the edit distance, because you
         can make those changes without re-indexing all data.
      

      
      
      Prefix queries and edge ngrams
      

      
      For inexact matches, you often assume that the beginning is right. For example, a search for “elastic” might be looking for
         “elasticsearch.” Like fuzzy queries, prefix queries are more expensive than regular term queries because there are more terms
         to look through.
      

      
      The alternative could be to use edge ngrams, which were introduced in chapter 5. Figure 10.10 shows edge ngrams and prefix queries side by side.
      

      
      
      
      Figure 10.10. A prefix query has to match more terms but works with a smaller index than edge ngrams.
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      As with the fuzzy queries and ngrams, the tradeoff is between flexibility and index size, which are better in the prefix approach,
         and query latency and CPU usage, which are better for edge ngrams.
      

      
      
      
      Wildcards
      

      
      A wildcard query where you always put a wildcard at the end, such as elastic*, is equivalent in terms of functionality to a prefix query. In this case, you have the same alternative of using edge ngrams.
      

      
      If the wildcard is in the middle, as with e*search, there’s no real index-time equivalent. You can still use ngrams to match the provided letters e and search, but if you have no control over how wildcards are used, then the wildcard query is your only choice.
      

      
      If the wildcard is always in the beginning, the wildcard query is typically more expensive than trailing wildcards because
         there’s no prefix to hint in which part of the term dictionary to look for matching terms. In this case, the alternative can
         be to use the reverse token filter in combination with edge ngrams, as you saw in chapter 5. This alternative is illustrated in figure 10.11.
      

      
      
      
      Figure 10.11. You can use the reverse and edge ngram token filters to match suffixes.
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      Phrase queries and shingles
      

      
      When you need to account for words that are next to each other, you can use the match query with type set to phrase, as you saw in chapter 4. Phrase queries are slower because they have to account not only for the terms but also for their positions in the documents.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Positions are enabled by default for all analyzed fields because index_options is set to positions. If you don’t use phrase queries, only term queries, you can disable indexing positions by setting index_options to freqs. If you don’t care about scoring at all—for example, when you index application logs and you always sort results by timestamp—you
         can also skip indexing frequencies by setting index_options to docs.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The index-time alternative to phrase queries is to use shingles. As you saw in chapter 5, shingles are like ngrams but for terms instead of characters. A text that was tokenized into Introduction, to, and Elasticsearch with a shingle size of 2 would produce the terms “Introduction to” and “to Elasticsearch.”
      

      
      The resulting functionality is similar to phrase queries, and the performance implications are similar to the ngram situations
         we discussed earlier: shingles will increase the index size and slow down indexing in exchange for faster queries.
      

      
      The two approaches are not exactly equivalent, in the same way wildcards and ngrams aren’t equivalent. With phrase queries,
         for example, you can specify a slop, which allows for other words to appear in your phrase. For example, a slop of 2 would
         allow a sequence like “buy the best phone” to match a query for “buy phone.” That works because at search time, Elasticsearch
         is aware of the position of each term, whereas shingles are effectively single terms.
      

      
      The fact that shingles are single terms allows you to use them for better matching of compound words. For example, many people
         still refer to Elasticsearch as “elastic search,” which can be a tricky match. With shingles, you can solve this by using
         an empty string as a separator instead of the default white space, as shown in figure 10.12.
      

      
      
      
      Figure 10.12. Using shingles to match compound words
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      As you’ve seen in our discussion of shingles, ngrams, and fuzzy and wildcard queries, there’s often more than one way to search
         your documents, but that doesn’t mean those ways are equivalent. Choosing the best one in terms of performance and flexibility
         depends a lot on your use case. Next we’ll look more deeply at scripts, where you’ll find more of the same: multiple ways
         to achieve the same result, but each method comes with its own advantages and disadvantages.
      

      
      
      
      
      10.4.2. Tuning scripts or not using them at all
      

      
      We first introduced scripts in chapter 3 because they can be used for updates. You saw them again in chapter 6, where you used them for sorting. In chapter 7 you used scripts again, this time to build virtual fields at search time using script fields.
      

      
      You get a lot of flexibility through scripting, but this flexibility has an important impact on performance. Results of a
         script are never cached because Elasticsearch doesn’t know what’s in the script. There can be something external, like a random
         number, that will make a document match now but not match for the next run. There’s no choice for Elasticsearch other than running the same script for all documents involved.
      

      
      When used, scripts are often the most time- and CPU-consuming part of your searches. If you want to speed up your queries,
         a good starting point is to try skipping scripts altogether. If that’s not possible, the general rule is to get as close to
         native code as you can to improve their performance.
      

      
      How can you get rid of scripts or optimize them? The answer depends heavily on the exact use case, but we’ll try to cover
         the best practices here.
      

      
      
      Avoiding the use of scripts
      

      
      If you’re using scripts to generate script fields, as you did in chapter 7, you can do this at index time. Instead of indexing documents directly and counting the number of group members in a script
         by looking at the array length, you can count the number of members in your indexing pipeline and add it to a new field. In
         figure 10.13, we compare the two approaches.
      

      
      
      
      Figure 10.13. Counting members in a script or while indexing
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      As with ngrams, this approach to doing the computation at index time works well if query latency is a higher priority than
         indexing throughput.
      

      
      Besides precomputing, the general rule for performance optimization for scripting is to reuse as much of Elasticsearch’s existing
         functionality as possible. Before using scripts, can you fulfill the requirements with the function score query that we discussed
         in chapter 6? The function score query offers lots of ways to manipulate the score. Let’s say you want to run a query for “elasticsearch”
         events, but you’ll boost the score in the following ways, based on these assumptions:
      

      
      

      
         
         	Events happening soon are more relevant. You’ll make events’ scores drop exponentially the farther in the future they are, up to 60 days.
            
         

         
         	Events with more attendees are more popular and more relevant. You’ll increase the score linearly the more attendees an event has.
            
         

         
      

      
      If you calculate the number of event attendees at index time (name the field attendees_count), you can achieve both criteria without using any script:
      

      
      "function_score": {
  "functions": [
    {
      "linear": {
        "date": {
          "origin": "2013-07-25T18:00",
          "scale": "60d"
        }
      }
    },
    {
      "field_value_factor": {
        "field": "attendees_count"
      }
    }
  ]
}

      
      
      
      Native scripts
      

      
      If you want the best performance from a script, writing native scripts in Java is the best way to go. Such a native script
         would be an Elasticsearch plugin, and you can look in appendix B for a complete guide on how to write one.
      

      
      The main disadvantage with native scripts is that they have to be stored on every node in Elasticsearch’s classpath. Changing
         a script implies updating it on all the nodes of your cluster and restarting them. This won’t be a problem if you don’t have
         to change your queries often.
      

      
      To run a native script in your query, set lang to native and the name of the script as the script content. For example, if you have a plugin with a script called number-OfAttendees that calculates the number of event attendees on the fly, you can use it in a stats aggregation like this:
      

      
      "aggregations": {
  "attendees_stats": {
    "stats": {
      "script": "numberOfAttendees",
      "lang": "native"
    }
  }
}

      
      
      
      Lucene expressions
      

      
      If you have to change scripts often or you want to be prepared to change them without restarting all your clusters, and your
         scripts work with numerical fields, Lucene expressions are likely to be the best choice.
      

      
      With Lucene expressions, you provide a JavaScript expression in the script at query time, and Elasticsearch compiles it in
         native code, making it as quick as a native script. The big limitation is that you have access only to indexed numeric fields. Also, if a document misses the field, the value
         of 0 is taken into account, which might skew results in some use cases.
      

      
      To use Lucene expressions, you’d set lang to expression in your script. For example, you might have the number of attendees already, but you know that only half of them usually
         show up, so you want to calculate some stats based on that number:
      

      
      "aggs": {
  "expected_attendees": {
    "stats": {
      "script": "doc['attendees_count'].value/2",
      "lang": "expression"
    }
  }
}

      
      If you have to work with non-numeric or non-indexed fields and you want to be able to easily change scripts, you can use Groovy—the
         default language for scripting since Elasticsearch 1.4. Let’s see how you can optimize Groovy scripts.
      

      
      
      
      Term statistics
      

      
      If you need to tune the score, you can access Lucene-level term statistics without having to calculate the score in the script
         itself—for example, if you only want to compute the score based on the number of times that term appears in the document.
         Unlike Elasticsearch’s defaults, you don’t care about the length of the field in that document or the number of times that
         term appears in other documents. To do that, you can have a script score that only specifies the term frequency (number of
         times the term appears in the document), as shown in the following listing.
      

      
      
      
      Listing 10.9. Script score that only specifies term frequency
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      Accessing field data
      

      
      If you need to work with the actual content of a document’s fields in a script, one option is to use the _source field. For example, you’d get the organizer field by using _source['organizer'].
      

      
      In chapter 3, you saw how you can store individual fields instead of alongside _source. If an individual field is stored, you can access the stored content, too. For example, the same organizer field can be retrieved with _fields['organizer'].
      

      
      The problem with _source and _fields is that going to the disk to fetch the field content of that particular field is expensive. Fortunately, this slowness is
         exactly what made field data necessary when Elasticsearch’s built-in sorting and aggregations needed to access field content.
         Field data, as we discussed in chapter 6, is tuned for random access, so it’s best to use it in your scripts, too. It’s often orders of magnitude faster than the
         _source or _fields equivalent, even if field data isn’t already loaded for that field when the script is first run (or if you use doc values,
         as explained in chapter 6).
      

      
      To access the organizer field via field data, you’d refer to doc['organizer']. For example, you can return groups where the organizer isn’t a member, so you can ask them why they don’t participate to
         their own groups:
      

      
      % curl 'localhost:9200/get-together/group/_search?pretty' -d '{
  "query": {
    "filtered": {
      "filter": {
        "script": {
          "script": "return
     doc.organizer.values.intersect(doc.members.values).isEmpty()",
        }
      }
    }
  }
}'

      
      There’s one caveat for using doc['organizer'] instead of _source['organizer'] or the _fields equivalent: you’ll access the terms, not the original field of the document. If an organizer is 'Lee', and the field is analyzed with the default analyzer, you’ll get 'Lee' from _source and 'lee' from doc. There are tradeoffs everywhere, but we assume you’ve gotten used to them at this point in the chapter.
      

      
      Next, we’ll take a deeper look at how distributed searches work and how you can use search types to find a good balance between
         having accurate scores and low-latency searches.
      

      
      
      
      
      10.4.3. Trading network trips for less data and better distributed scoring
      

      
      Back in chapter 2, you saw how when you hit an Elasticsearch node with a search request, that node distributes the request to all the shards
         that are involved and aggregates the individual shard replies into one final reply to return to the application.
      

      
      Let’s take a deeper look at how this works. The naïve approach would be to get N documents from all shards involved (where N is the value of size), sort them on the node that received the HTTP request (let’s call it the coordinating node), pick the top N documents, and return them to the application. Let’s say that you send a request with the default size of 10 to an index
         with the default number of 5 shards. This means that the coordinating node will fetch 10 whole documents from each shard,
         sort them, and return only the top 10 from those 50 documents. But what if there were 10 shards and 100 results? The network
         overhead of transferring the documents and the memory overhead of handling them on the coordinating node would explode, much
         like specifying large shard_size values for aggregations are bad for performance.
      

      
      How about returning only the IDs of those 50 documents and the metadata needed for sorting to the coordinating node? After
         sorting, the coordinating node can fetch only the required top 10 documents from the shards. This would reduce the network
         overhead for most cases but will involve two round-trips.
      

      
      With Elasticsearch, both options are available by setting the search_type parameter to the search. The naïve implementation of fetching all involved documents is query_and_fetch, whereas the two-trip method is called query_then_fetch, which is also the default. A comparison of the two is shown in figure 10.14.
      

      
      
      
      Figure 10.14. Comparison between query_and_fetch and query_then_fetch
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      The default query_then_fetch (shown on the right of the figure) gets better as you hit more shards, as you request more documents via the size parameter, and as documents get bigger because it will transfer much less data over the network. query_and_fetch is only faster when you hit one shard—that’s why it’s used implicitly when you search a single shard, when you use routing,
         or when you only get the counts (we’ll discuss this later). Right now you can specify query_and_fetch explicitly, but in version 2.0 it will only be used internally for these specific use cases.[11]

      
         11 
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      Distributed scoring
      

      
      By default, scores are calculated per shard, which can lead to inaccuracies. For example, if you search for a term, one of
         the factors is the document frequency (DF), which shows how many times the term you search for appears in all documents. Those “all documents” are by default “all
         documents in this shard.” If the DF of a term is significantly different between shards, scoring might not reflect reality.
         You can see this in figure 10.15, where doc 2 gets a higher score than doc 1, even though doc 1 has more occurrences of “elasticsearch,” because there are
         fewer documents with that term in its shard.
      

      
      
      
      Figure 10.15. Uneven distribution of DF can lead to incorrect ranking.
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      You can imagine that with a high enough number of documents, DF values would naturally balance across shards, and the default
         behavior would work just fine. But if score accuracy is a priority or if DF is unbalanced for your use case (for example,
         if you’re using custom routing), you’ll need a different approach.
      

      
      That approach could be to change the search type from query_then_fetch to dfs_query_then_fetch. The dfs part will tell the coordinating node to make an extra call to the shards in order to gather document frequencies of the searched
         terms. The aggregated frequencies will be used to calculate the score, as you can see in figure 10.16, ranking your doc 1 and doc 2 correctly.
      

      
      
      
      Figure 10.16. dfs search types use an extra network hop to compute global DFs, which are used for scoring.
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      You probably already figured out that DFS queries are slower because of the extra network call, so make sure that you actually
         get better scores before switching. If you have a low-latency network, this overhead can be negligible. If, on the other hand,
         your network isn’t fast enough or you have high query concurrency, you may see a significant overhead.
      

      
      
      
      Returning only counts
      

      
      But what if you don’t care about scoring at all and you don’t need the document content, either? For example, you need only
         the document count or the aggregations. In such cases, the recommended search type is count. count asks the involved shards only for the number of documents that match and adds up those numbers.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      In version 2.0, adding size=0 to a query will automatically do the same logic that search_type=count currently does, and search_type=count will be deprecated. More details can be found here: https://github.com/elastic/elasticsearch/pull/9296.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      10.4.4. Trading memory for better deep paging
      

      
      In chapter 4, you learned that you’d use size and from to paginate the results of your query. For example, to search for “elasticsearch” in get-together events and get the fifth
         page of 100 results, you’d run a request like this:
      

      
      % curl 'localhost:9200/get-together/event/_search?pretty' -d '{
  "query": {
    "match": {
      "title": "elasticsearch"
    }
  },
  "from": 400,
  "size": 100
}'

      
      This will effectively fetch the top 500 results, sort them, and return only the last 100. You can imagine how inefficient
         this gets as you go deeper with pages. For example, if you change the mapping and want to re-index all existing data into
         a new index, you might not have enough memory to sort through all the results in order to return the last pages.
      

      
      For this kind of scenario you can use the scan search type, as you’ll do in listing 10.10, to go through all the get-together groups. The initial reply returns only the scroll ID, which uniquely identifies this
         request and will remember which pages were already returned. To start fetching results, send a request with that scroll ID.
         Repeat the same request to fetch the next page until you either have enough data or there are no more hits to return—in which
         case the hits array is empty.
      

      
      Listing 10.10. Use scan search type
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      As with other searches, scan searches accept a size parameter to control the page size. But this time, the page size is calculated per shard, so the actual returned size would
         be size times the number of shards. The timeout given in the scroll parameter of each request is renewed each time you get a new page; that’s why you can have a different timeout with every
         new request.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      
      It may be tempting to have big timeouts so that you’re sure a scroll doesn’t expire while you’re processing it. The problem
         is that if a scroll is active and not used, it wastes resources, taking up some JVM heap to remember the current page and
         disk space taken by Lucene segments that can’t be deleted by merges until the scroll is completed or expired.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The scan search type always returns results in the order in which it encounters them in the index, regardless of the sort criteria.
         If you need both deep paging and sorting, you can add a scroll parameter to a regular search request. Sending a GET request to the scroll ID will get the next page of results. This time, size works accurately, regardless of the number of shards. You also get the first page of results with the first request, just
         like you get with regular searches:
      

      
      % curl 'localhost:9200/get-together/event/_search?pretty&scroll=1m' -d ' {
  "query": {
    "match": {
      "title": "elasticsearch"
    }
  }
}'

      
      From a performance perspective, adding scroll to a regular search is more expensive than using the scan search type because there’s more information to keep in memory when results are sorted. That being said, deep paging is much
         more efficient than the default because Elasticsearch doesn’t have to sort all previous pages to return the current page.
      

      
      Scrolling is useful only when you know in advance that you want to do deep paging; it’s not recommended for when you need
         only a few pages of results. As with everything in this chapter, you pay a price for every performance improvement. In the
         case of scrolling, that price is to keep information about the current search in memory until the scroll expires or you have
         no more hits.
      

      
      
      
      
      10.5. Summary
      

      
      In this chapter we looked at a number of optimizations you can do to increase the capacity and responsiveness of your cluster:

      
      

      
         
         	Use the bulk API to combine multiple index, create, update, or delete operations in the same request.
            
         

         
         	To combine multiple get or search requests, you can use the multiget or multisearch API, respectively.
            
         

         
         	A flush operation commits in-memory Lucene segments to disk when the index buffer size is full, the transaction log is too
            large, or too much time has passed since the last flush.
            
         

         
         	A refresh makes new segments—flushed or not—available for searching. During heavy indexing, it’s best to lower the refresh
            rate or disable refresh altogether.
            
         

         
         	The merge policy can be tuned for more or less segments. Fewer segments make searches faster, but merges take more CPU time.
            More segments make indexing faster by spending less time on merging, but searches will be slower.
            
         

         
         	An optimize operation forces a merge, which works well for static indices that get lots of searches.
            
         

         
         	Store throttling may limit indexing performance by making merges fall behind. Increase or remove the limits if you have fast
            I/O.
            
         

         
         	Combine filters that use bitsets in a bool filter and filters that don’t in and/or/not filters.
            
         

         
         	Cache counts and aggregations in the shard query cache if you have static indices.
            
         

         
         	Monitor JVM heap and leave enough headroom so you don’t experience heavy garbage collection or out-of-memory errors, but leave
            some RAM for OS caches, too.
            
         

         
         	Use index warmers if the first query is too slow and you don’t mind slower indexing.
            
         

         
         	If you have room for bigger indices, using ngrams and shingles instead of fuzzy, wildcard, or phrase queries should make your
            searches faster.
            
         

         
         	You can often avoid using scripts by creating new fields with needed data in your documents before indexing them.
            
         

         
         	Try to use Lucene expressions, term statistics, and field data in your scripts whenever they fit.
            
         

         
         	If your scripts don’t need to change often, look at appendix B to learn how to write a native script in an Elasticsearch plugin.
            
         

         
         	Use dfs_query_then_fetch if you don’t have balanced document frequencies between shards.
            
         

         
         	Use the count search type if you don’t need any hits and the scan search type if you need many.
            
         

         
      

      
      
      
      
      
      
      


Chapter 11. Administering your cluster
      

      
      This chapter covers

      
      

      
         
         	Improving default configuration settings
            
         

         
         	Creating default index settings with templates
            
         

         
         	Monitoring for performance
            
         

         
         	Using backup and restore
            
         

         
      

      
      We’ve covered a lot of material in this book, and we hope you now feel comfortable working with the Elasticsearch APIs. In
         this chapter you’ll augment the APIs you’ve learned thus far and use them with the goal of monitoring and tuning your Elasticsearch
         cluster for increasing performance and implementing disaster recovery.
      

      
      Both developers and administrators will eventually be faced with the prospect of having to monitor and administer their Elasticsearch
         cluster. Whether your system is under high or moderate use, it will be important for you to understand and identify bottlenecks
         and be prepared in the event of a hardware or system failure.
      

      
      This chapter covers Elasticsearch cluster administration operations using the REST API, which you should now feel comfortable
         with, given the exposure throughout this book. This will enable you to identify and address possible performance bottlenecks,
         using real-time monitoring and best practices.
      

      
      To that end, we’ll cover three overarching topics: improving defaults, monitoring for problems, and effectively using the
         backup system, with the simple premise that effective performance monitoring is necessary for system optimization and that
         understanding your system will aid in the planning of disaster scenarios.
      

      
      
      11.1. Improving defaults
      

      
      Although the out-of-the-box Elasticsearch configuration will satisfy the needs of most users, it’s important to note that
         it’s a highly flexible system that can be tuned beyond its default settings for increased performance.
      

      
      Most uses of Elasticsearch in production environments may fall into the category of occasional full-text search, but a growing
         number of deployments are pushing formerly edge-case uses into more common installations, such as the growing trends of using
         Elasticsearch as a sole source of data, logging aggregators, and even using it in hybrid storage architectures where it’s
         used in conjunction with other database types. These exciting new uses open the door for us to explore interesting ways in
         which to tune and optimize the Elasticsearch default settings.
      

      
      
      11.1.1. Index templates
      

      
      Creating new indices and associated mappings in Elasticsearch is normally a simple task once the initial design planning has
         been completed. But there are some scenarios in which future indices must be created with the same settings and mappings as
         the previous ones. These scenarios include the following:
      

      
      

      
         
         	Log aggregation— In this situation a daily log index is needed for efficient querying and storage, much as rolling log file appenders work.
            A common example of this is found in cloud-based deployments, where distributed systems push their logs onto a central Elasticsearch
            cluster. Configuring the cluster to handle automatic templating of log data by day helps organize the data and eases searching
            for the proverbial needle in the haystack.
            
         

         
         	Regulatory compliance— Here blocks of data must be either kept or removed after a certain time period to meet compliance standards, as in financial
            sector companies where Sarbanes-Oxley compliance is mandated. These sorts of mandates require organized record keeping where
            template systems shine.
            
         

         
         	Multi-tenancy— Systems that create new tenants dynamically often have a need to compartmentalize tenant-specific data.
            
         

         
      

      
      Templates have their uses when a proven and repeatable pattern is needed for homogenous data storage. The automated nature
         of how Elasticsearch applies templates is also an attractive feature.
      

      
      
      Creating a template
      

      
      As the name suggests, an index template will be applied to any new index created. Indices that match a predefined naming pattern
         will have a template applied to them, ensuring uniformity in index settings across all of the matching indices. The index-creation event will have to match the
         template pattern for the template to be applied. There are two ways to apply index templates to newly created indices in Elasticsearch:
      

      
      

      
         
         	By way of the REST API
            
         

         
         	By a configuration file
            
         

         
      

      
      The former assumes a running cluster; the latter does not and is often used in predeployment scenarios that a dev ops engineer
         or system administrator would employ in a production environment.
      

      
      In this section we’ll illustrate a simple index template used for log aggregation, so your log aggregation tool will have
         a new index created per day. At the time of this writing, Logstash was the most popular log-aggregation tool used alongside
         Elasticsearch, and its integration was seamless, so focusing on Logstash-to-Elasticsearch index template creation makes the
         most sense.
      

      
      By default, Logstash makes API calls using the daily timestamp appended to the index name; for example, logstash-11-09-2014.
         Assuming you’re using the Elasticsearch default settings, which allow for automatic index creation, once Logstash makes a
         call to your cluster with a new event, the new index will be created with a name of logstash-11-09-2014, and the document
         type will be automapped. You’ll use the REST API method first, as shown here:
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      Using the PUT command, you instruct Elasticsearch to apply this template whenever an index call matching the logstash-* pattern is received. In this case, when Logstash posts a new event to Elasticsearch and an index doesn’t exist by the name
         given, a new one will be created using this template.
      

      
      This template also goes a bit further in applying an alias, so you can group all of these indices under a given month. You’ll
         have to rename the index manually each month, but it affords a convenient way to group indices of log events by month.
      

      
      
      
      Templates configured on the file system
      

      
      If you want to have templates configured on the file system, which sometimes makes it easier to manage maintenance, the option
         exists. Configuration files must follow these simple rules:
      

      
      

      
         
         	Template configurations must be in JSON format. For convenience, name them with a .json extension: <FILENAME>.json.
            
         

         
         	Template definitions should be located in the Elasticsearch configuration location under a templates directory. This path
            is defined in the cluster’s configuration file (elasticsearch.yml) as path.conf; for example, <ES_HOME>/config/templates/*.
            
         

         
         	Template definitions should be placed in the directories of nodes that are eligible to be elected as master.
            
         

         
      

      
      Using the previous template definition, your template.json file will look like this:

      
      {
    "template" : "logstash-*",
    "settings" : {
        "number_of_shards" : 2,
        "number_of_replicas" : 1
   },
    "mappings" : { ... },
    "aliases" : { "november" : {} }
}

      
      Much like defining via the REST API, now every index matching the logstash-* pattern will have this template applied.
      

      
      
      
      Multiple template merging
      

      
      Elasticsearch also enables you to configure multiple templates with different settings. You can then expand on the previous
         example and configure a template to handle log events by month and another that will store all log events in one index, as
         the following listing shows.
      

      
      
      
      Listing 11.1. Configuring multiple templates
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      In the previous example, the topmost template will be responsible for November-specific logs because it matches on the pattern
         of index names beginning with "logstash-09-". The second template acts as a catchall, aggregating all log stash indices and even containing a different setting for the
         date mapping.
      

      
      One thing to note about this configuration is the order attribute. This attribute implies that the lowest order number will be applied first, with the higher order number then overriding
         it. Because of this, the two templates settings are merged, with the effect of all November log events not having the date field stored.
      

      
      
      
      Retrieving index templates
      

      
      To retrieve a list of all templates, a convenience API exists:

      
      curl -XGET localhost:9200/_template/

      
      Likewise, you’re able to retrieve either one or many individual templates by name:

      
      curl -XGET localhost:9200/_template/logging_index

curl -XGET localhost:9200/_template/logging_index_1,logging_index_2

      
      Or you can retrieve all template names that match a pattern:

      
      curl -XGET localhost:9200/_template/logging_*

      
      
      
      Deleting index templates
      

      
      Deleting a template index is achieved by using the template name. In the previous section, we defined a template as such:

      
      curl -XPUT 'localhost:9200/_template/logging_index' -d '{ ... }'

      
      To delete this template, use the template name in the request:

      
      curl -XDELETE 'localhost:9200/_template/logging_index'

      
      
      
      
      11.1.2. Default mappings
      

      
      As you learned in chapter 2, mappings enable you to define specific fields, their types, and even how Elasticsearch will interpret and store them. Furthermore,
         you learned how Elasticsearch supports dynamic mapping in chapter 3, removing the need to define your mappings at index-creation time; instead those mappings are dynamically generated based
         on the content of the initial document you index. This section, much like the previous one that covered default index templates,
         will introduce you to the concept of specifying default mappings, which act as a convenience utility for repetitive mapping
         creation.
      

      
      We just showed you how index templates can be used to save time and add uniformity across similar datatypes. Default mappings
         have the same beneficial effects and can be thought of in the same vein as templates for mapping types. Default mappings are
         most often used when there are indices with similar fields. Specifying a default mapping in one place removes the need to
         repeatedly specify it across every index.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Mapping is not retroactive
         
         Note that specifying a default mapping doesn’t apply the mapping retroactively. Default mappings are applied only to newly
            created types.
         

         
         Consider the following example, where you want to specify a default setting for how you store the _source for all of your mappings, except for a Person type:
         

         
         curl -XPUT 'localhost:9200/streamglue/_mapping/events' -d ' {
    "Person" :
    {
        "_source" : {"enabled" : false}
    },
    "_default_" :
    {"_source" : {"enabled" : true }
    }
}'

         
         In this case, all new mappings will by default store the document _source, but any mapping of type Person, by default, will not. Note that you can override this behavior in individual mapping specifications.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      Dynamic mappings
      

      
      By default, Elasticsearch employs dynamic mapping: the ability to determine the datatype for new fields within a document. You may have experienced this when you first indexed
         a document and noticed that Elasticsearch dynamically created a mapping for it as well as the datatype for each of the fields.
         You can alter this behavior by instructing Elasticsearch to ignore new fields or even throw exceptions on unknown fields.
         You’d normally want to restrict the new addition of fields to prevent data pollution and help maintain control over the schema
         definition.
      

      
      
         
            
         
         
            
               	
            

         
      

      Disabling dynamic mapping

      
      
      Note also that you can disable the dynamic creation of new mappings for unmapped types by setting index.mapper.dynamic to false in your elasticsearch.yml configuration.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The next listing shows how to add a dynamic mapping.

      
      
      
      
      Listing 11.2. Adding a dynamic mapping
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      The first mapping restricts the creation of new fields in the person mapping. If you attempt to insert a document with an unmapped field, Elasticsearch will respond with an exception and not
         index the document. For instance, try to index a document with an additional first_name field added:
      

      
      curl -XPOST 'localhost:9200/first_index/person' -d
'{
"email": "foo@bar.com",
"created_date" : "2014-09-01",
"first_name" : "Bob"
}'

      
      Here’s the response:

      
      {
error: "StrictDynamicMappingException[mapping set to strict, dynamic
     introduction of [first_name] within [person] is not allowed]"
status: 400
}

      
      
      
      Dynamic mapping and templating together
      

      
      This section wouldn’t be complete if we didn’t cover how dynamic mapping and dynamic templates work together, allowing you
         to apply different mappings depending on the field name or datatype.
      

      
      Earlier we explored how index templates can be used to autodefine newly created indices for a uniform set of indices and mappings.
         We can expand on this idea now by incorporating what we’ve covered with dynamic mappings.
      

      
      The following example solves a simple problem when dealing with data comprising UUIDs. These are unique alphanumeric strings
         that contain hyphen separators, such as "b20d5470-d7b4-11e3-9fa6-25476c6788ce". You don’t want Elasticsearch analyzing them with a default analyzer because it would split the UUID by hyphen when building
         the index tokens. You want to be able to search by the complete string UUID, so you need Elasticsearch to store the entire
         string as a token. In this case, you need to instruct Elasticsearch to not analyze any string field whose name ends in "_guid":
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      In this example, the dynamic template is used to dynamically map fields that matched a certain name and type, giving you more
         control over how your data is stored and made searchable by Elasticsearch. As an additional note, you can use the path_match or path_unmatch keyword, which allows you to match or unmatch the dynamic template using dot notation—for instance, if you wanted to match
         something like person.*.email. Using this logic, you can see a match on a data structure such as this:
      

      
      {
    "person" : {
        "user" : {
        "email": { "bob@domain.com" }
        }
}

      
      Dynamic templates are a convenient method of automating some of the more tedious aspects of Elasticsearch management. Next,
         we’ll explore allocation awareness.
      

      
      
      
      
      
      11.2. Allocation awareness
      

      
      This section covers the concept of laying out cluster topology to reduce central points of failure and improve performance
         by using the concept of allocation awareness. Allocation awareness is defined as knowledge of where to place copies (replicas) of data. You can arm Elasticsearch with this knowledge so it
         intelligently distributes replica data across a cluster.
      

      
      
      11.2.1. Shard-based allocation
      

      
      Allocation awareness allows you to configure shard allocation using a self-defined parameter. This is a common best practice
         in Elasticsearch deployments because it reduces the chances of having a single point of failure by making sure data is evened
         out among the network topology. You can also experience faster read operations, as nodes deployed on the same physical rack
         will potentially have a proximity advantage of not having to go over the network.
      

      
      Enabling allocation awareness is achieved by defining a grouping key and setting it in the appropriate nodes. For instance,
         you can edit elasticsearch.yml as follows:
      

      
      cluster.routing.allocation.awareness.attributes: rack

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      The awareness attribute can be assigned more than one value. cluster.routing.allocation.awareness.attributes: rack, group, zone

      
      
         
            
         
         
            
               	
            

         
      

      
      Using the previous definition, you’ll segment your shards across the cluster using the awareness parameter rack. You alter the elasticsearch.yml for each of your nodes, setting the value the way you want your network configuration to
         be. Note that Elasticsearch allows you to set metadata on nodes. In this case, the metadata key will be your allocation awareness
         parameter:
      

      
      node.rack: 1

      
      A simple before-and-after illustration may help in this case. Figure 11.1 shows a cluster with the default allocation settings.
      

      
      
      
      Figure 11.1. Cluster with default allocation settings
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      This cluster suffers from primary and replica shard data being on the same rack. With the allocation awareness setting, you
         can remove the risk, as shown in figure 11.2.
      

      
      
      
      Figure 11.2. Cluster with allocation awareness
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      Wwith allocation awareness, the primary shards were not moved, but the replicas were moved to nodes with a different node.rack parameter value. Shard allocation is a convenient feature that insured against a central point of failure. A common use is
         separating cluster topology by location, racks, or even virtual machines.
      

      
      Next, we’ll take a look at forced allocation with a real-world AWS zone example.

      
      
      
      11.2.2. Forced allocation awareness
      

      
      Forced allocation awareness is useful when you know in advance the group of values and want to limit the number of replicas
         for any given group. A real-world example of where this is commonly used is in cross-zone allocation on Amazon Web Services
         or other cloud providers with multizone capabilities. The use case is simple: limit the number of replicas in one zone if
         another zone goes down or is unreachable. By doing this, you reduce the danger of overallocating replicas from another group.
      

      
      For example, in this use case you want to enforce allocation at a zone level. First you specify your attribute, zone, as you did before. Next, you add dimensions to that group: us-east and us-west. In your elasticsearch.yml, you add the following:
      

      
      cluster.routing.allocation.awareness.attributes: zone
cluster.routing.allocation.force.zone.values: us-east, us-west

      
      Given these settings, let’s play out this real-world scenario. Let’s say you start a set of nodes in the East region with
         node.zone: us-east. You’ll use the defaults here, leaving an index with five primary shards and one replica. Because there are no other zone
         values, only the primary shards for your indices will be allocated.
      

      
      What you’re doing here is limiting the replicas to balance only on nodes without your value. If you were to start up your
         West region cluster, with node.zone: us-west, replicas from us-east would be allocated to it. No replicas will ever exist for nodes defined as node.zone: us-east. Ideally, you’d do the same on node.zone: us-west, thereby ensuring that replicas never exist in the same location. Keep in mind that if you lose connectivity with us-west, no replicas will ever be created on us-east, or vice versa.
      

      
      Allocation awareness does require some planning up front, but in the event that allocation isn’t working as planned, these
         settings can all be modified at runtime using the Cluster Settings API. They can be persistent, where Elasticsearch applies
         the settings even after a restart, or temporary (transient):
      

      
      curl -XPUT localhost:9200/_cluster/settings -d '{
        "persistent" : {
        "cluster.routing.allocation.awareness.attributes": zone
        "cluster.routing.allocation.force.zone.values": us-east, us-west
        }
}

      
      Cluster allocation can make the difference between a cluster that scales and is resilient to failure and one that isn’t.

      
      Now that we’ve explored some of the finer adjustments that you can make to Elasticsearch default settings with shard allocation,
         let’s look at how to monitor the general health of your cluster for performance issues.
      

      
      
      
      
      11.3. Monitoring for bottlenecks
      

      
      Elasticsearch provides a wealth of information via its APIs: memory consumption, node membership, shard distribution, and
         I/O performance. The cluster and node APIs help you gauge the health and overall performance metrics of your cluster. Understanding
         cluster diagnostic data and being able to assess the overall status of the cluster will alert you to performance bottlenecks,
         such as unassigned shards and missing nodes, so you can easily address them.
      

      
      
      11.3.1. Checking cluster health
      

      
      The cluster health API provides a convenient yet coarse-grained view of the overall health of your cluster, indices, and shards.
         This is normally the first step in being alerted to and diagnosing a problem that may be actively occurring in your cluster.
         The next listing shows how to use the cluster health API to check overall cluster state.
      

      
      
      
      Listing 11.3. Cluster health API request
      

      
      curl -XGET 'localhost:9200/_cluster/health?pretty';

      
      
      And the response:

      
      [image: ]

      
      Taking the response shown here at face value, you can deduce a lot about the general health and state of the cluster, but
         there’s much more to reading this simple output than what’s obvious at first glance. Let’s look a little deeper into the meaning
         of the last three indicators in the code: relocating_shards, initializing_shards, and unassigned_shards.
      

      
      

      
         
         	relocating_shards— A number above zero means that Elasticsearch is moving shards of data across the cluster to improve balance and failover.
            This ordinarily occurs when adding a new node, restarting a failed node, or removing a node, thereby making this a temporary
            occurrence.
            
         

         
         	initializing_shards— This number will be above zero when you’ve just created a new index or restarted a node.
            
         

         
         	unassigned_shards— The most common reason for this value to be above zero is having unassigned replicas. The issue is common in development environments,
            where a single-node cluster has an index defined as having the default, five shards and one replica. In this case, there’ll
            be five unassigned replicas.
            
         

         
      

      
      As you saw from the first line of output, the cluster status is green. There are times when this may not be so, as in the
         case of nodes not being able to start or falling away from the cluster, and although the status value gives you only a general
         idea of the health of the cluster, it’s useful to understand what those status values mean for cluster performance:
      

      
      

      
         
         	Green— Both primary and replica shards are fully functional and distributed.
            
         

         
         	Yellow— Normally this is a sign of a missing replica shard. The unassigned_ shards value is likely above zero at this point, making the distributed nature of the cluster unstable. Further shard loss could
            lead to critical data loss. Look for any nodes that aren’t initialized or functioning correctly.
            
         

         
         	Red— This is a critical state, where a primary shard in the cluster can’t be found, prohibiting indexing operations on that shard
            and leading to inconsistent query results. Again, likely a node or several nodes are missing from the cluster.
            
         

         
      

      
      Armed with this knowledge, you can now take a look at a cluster with a yellow status and attempt to track down the source
         of the problem:
      

      
      curl -XGET 'localhost:9200/_cluster/health?pretty';
{
  "cluster_name" : "elasticiq",
  "status" : "yellow",
  "timed_out" : false,
  "number_of_nodes" : 1,
  "number_of_data_nodes" : 1,
  "active_primary_shards" : 10,
  "active_shards" : 10,
  "relocating_shards" : 0,
  "initializing_shards" : 0,
  "unassigned_shards" : 5
}

      
      Given this API call and response, you see that the cluster is now in yellow status, and as you’ve already learned, the likely
         culprit is the unassigned_shards value being above 0. The cluster health API provides a more fine-grained operation that will allow you to further diagnose the issue. In this
         case, you can look deeper at which indices are affected by the unassigned shards by adding the level parameter:
      

      
      [image: ]

      
      The single-node cluster is experiencing some problems because Elasticsearch is trying to allocate replica shards across the
         cluster, but it can’t do so because there’s only one node running. This leads to the replica shards not being assigned anywhere
         and therefore a yellow status across the cluster, as figure 11.3 shows.
      

      
      
      
      Figure 11.3. Yellow status solved by making nodes accessible
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      As you can see, an easy remedy is to add a node to the cluster so Elasticsearch can then allocate the replica shards to that
         location. Making sure that all of your nodes are running and accessible is the easiest way to solve the yellow status issue.
      

      
      
      
      11.3.2. CPU: slow logs, hot threads, and thread pools
      

      
      Monitoring your Elasticsearch cluster may from time to time expose spikes in CPU usage or bottlenecks in performance caused
         by a constantly high CPU utilization or blocked/waiting threads. This section will help demystify some of these possible performance
         bottlenecks and provide you with the tools needed to identify and address these issues.
      

      
      
      Slow logs
      

      
      Elasticsearch provides two logs for isolating slow operations that are easily configured within your cluster configuration
         file: slow query log and slow index log. By default, both logs are disabled. Log output is scoped at the shard level. That
         is, one operation can represent several lines in the corresponding log file. The advantage to shard-level logging is that
         you’ll be better able to identify a problem shard and thereby a node with the log output, as shown here. It’s important to
         note at this point that these settings can also be modified using the '{index_name}/_settings' endpoint:
      

      
      index.search.slowlog.threshold.query.warn: 10s
index.search.slowlog.threshold.query.info: 1s
index.search.slowlog.threshold.query.debug: 2s
index.search.slowlog.threshold.query.trace: 500ms

index.search.slowlog.threshold.fetch.warn: 1s
index.search.slowlog.threshold.fetch.info: 1s
index.search.slowlog.threshold.fetch.debug: 500ms
index.search.slowlog.threshold.fetch.trace: 200ms

      
      As you can see, you can set thresholds for both phases of a search: the query and the fetch. The log levels (warn, info, debug,
         trace) allow you finer control over which level will be logged, something that comes in handy when you simply want to grep
         your log file. The actual log file you’ll be outputting to is configured in your logging.yml file, along with other logging
         functionality, as shown here:
      

      
      index_search_slow_log_file:
  type: dailyRollingFile
  file: ${path.logs}/${cluster.name}_index_search_slowlog.log
  datePattern: "'.'yyyy-MM-dd"
  layout:
    type: pattern
    conversionPattern: "[%d{ISO8601}][%-5p][%-25c] %m%n"

      
      The typical output on a slow log file will appear as this:

      
      [2014-11-09 16:35:36,325][INFO ][index.search.slowlog.query] [ElasticIQ-
Master] [streamglue][4] took[10.5ms], took_millis[10], types[], stats[],
search_type[QUERY_THEN_FETCH], total_shards[10],
source[{"query":{"filtered":{"query":{"query_string":{"query":"test"}}}},...]
[2014-11-09 16:35:36,339][INFO ][index.search.slowlog.fetch] [ElasticIQ-
Master] [streamglue][3] took[9.1ms], took_millis[9], types[], stats[],
search_type[QUERY_THEN_FETCH], total_shards[10], ...

      
      
      
      
      Slow query log
      

      
      The important parts you’re interested in for identifying performance issues are the query times: took[##ms]. Additionally, it’s helpful to know the shards and indices involved, and those are identifiable by the [index][shard_number] notation; in this case it’s [streamglue][4].
      

      
      
      
      Slow index log
      

      
      Equally useful in discovering bottlenecks during index operations is the slow index log. Its thresholds are defined in your
         cluster configuration file, or via the index update settings API, much like the previous slow log:
      

      
      index.indexing.slowlog.threshold.index.warn: 10s
index.indexing.slowlog.threshold.index.info: 5s
index.indexing.slowlog.threshold.index.debug: 2s
index.indexing.slowlog.threshold.index.trace: 500ms

      
      As before, the output of any index operation meeting the threshold values will be written to your log file, and you’ll see
         the [index][shard_number] ([bitbucket][2]) and duration (took[4.5ms]) of the index operation:
      

      
      [2014-11-09 18:28:58,636][INFO ][index.indexing.slowlog.index] [ElasticIQ-
Master] [bitbucket][2] took[4.5ms], took_millis[4], type[test],
id[w0QyH_m6Sa2P-juppUy3Tw], routing[], source[] ...

      
      Discovering where your slow queries and index calls are happening will go a long way in helping remedy Elasticsearch performance
         problems. Allowing slow performance to grow unbounded can cause a cascading failure across your entire cluster, leading to
         it crashing entirely.
      

      
      
      
      Hot_threads API
      

      
      If you’ve ever experienced high CPU utilization across your cluster, you’ll find the hot_threads API helpful in identifying
         specific processes that may be blocked and causing the problem. The hot_threads API provides a list of blocked threads for
         every node in your cluster. Note that unlike other APIs, hot_threads doesn’t return JSON but instead returns formatted text:
      

      
      curl -XGET 'http://127.0.0.1:9200/_nodes/hot_threads';

      
      Here’s the sample output:

      
      ::: [ElasticIQ-Master][AtPvr5Y3ReW-ua7ZPtPfuQ][loki.local][inet[/
127.0.0.1:9300]]{master=true}
    37.5% (187.6micros out of 500ms) cpu usage by thread
'elasticsearch[ElasticIQ-Master][search][T#191]
10/10 snapshots sharing following 3 elements
...

      
      The output of the hot_threads API requires some parsing to understand correctly, so let’s have a look at what information
         it provides on CPU performance:
      

      
      ::: [ElasticIQ-Master][AtPvr5Y3ReW-ua7ZPtPfuQ][loki.local][inet[/
127.0.0.1:9300]]{master=true}

      
      The top line of the response includes the node identification. Because the cluster presumably has more than one node, this
         is the first indication of which CPU the thread information belongs to:
      

      
          37.5% (187.6micros out of 500ms) cpu usage by thread
'elasticsearch[ElasticIQ-Master][search][T#191]

      
      Here you can see that 37.5% of CPU processing is being spent on a search thread. This is key to your understanding, because
         you can then fine-tune your search queries that may be causing the CPU spike. Expect that the search value won’t always be
         there. Elasticsearch may present other values here like merge, index, and the like that identify the operation being performed on that thread. You know this is CPU-related because of the cpu usage identifier. Other possible output identifiers here are block usage, which identifies threads that are blocked, and wait usage for threads in a WAITING state:
      

      
      10/10 snapshots sharing following 3 elements

      
      The final line before the stack trace tells you that Elasticsearch found that this thread with the same stack trace was present
         in 10 out of the 10 snapshots it took within a few milliseconds.
      

      
      Of course, it’s worth learning how Elasticsearch gathers the hot_threads API information for presentation. Every few milliseconds,
         Elasticsearch collects information about thread duration, its state (WAITING/BLOCKED), and the duration of the wait or block
         for each thread. After a set interval (500 ms by default), Elasticsearch does a second pass of the same information-gathering
         operation. During each of these passes, it takes snapshots of each stack trace. You can tune the information-gathering process
         by adding parameters to the hot_threads API call:
      

      
      curl -XGET 'http://127.0.0.1:9200/_nodes/
hot_threads?type=wait&interval=1000ms&threads=3';

      
      

      
         
         	type— One of cpu, wait, or block. Type of thread state to snapshot for.
            
         

         
         	interval— Time to wait between the first and second checks. Defaults to 500 ms.
            
         

         
         	threads— Number of top “hot” threads to display.
            
         

         
      

      
      
      
      Thread pools
      

      
      Every node in a cluster manages thread pools for better management of CPU and memory usage. Elasticsearch will seek to manage
         thread pools to achieve the best performance on a given node. In some cases, you’ll need to manually configure and override
         how thread pools are managed to avoid cascading failure scenarios. Under a heavy load, Elasticsearch may spawn thousands of
         threads to handle requests, causing your cluster to fail. Knowing how to tune thread pools requires intimate knowledge of how your application is using the Elasticsearch
         APIs. For instance, an application that uses mostly the bulk index API should be allotted a larger set of threads. Otherwise,
         bulk index requests can become overloaded, and new requests will be ignored.
      

      
      You can tune the thread pool settings within your cluster configuration. Thread pools are divided by operation and configured
         with a default value depending on the operation type. For brevity, we’re listing only a few of them:
      

      
      

      
         
         	bulk— Defaults to a fixed size based on the number of available processors for all bulk operations.
            
         

         
         	index— Defaults to a fixed size based on the number of available processors for index and delete operations.
            
         

         
         	search— Defaults to a fixed size that’s three times the number of available processors for count and search operations.
            
         

         
      

      
      Looking at your elasticsearch.yml configuration, you can see that you can increase the size of the thread pool queue and number
         of thread pools for all bulk operations. It’s also worth noting here that the Cluster Settings API allows you to update these
         settings on a running cluster as well:
      

      
      # Bulk Thread Pool
threadpool.bulk.type: fixed
threadpool.bulk.size: 40
threadpool.bulk.queue_size: 200

      
      Note that there are two thread pool types, fixed and cache. A fixed thread pool type holds a fixed number of threads to handle requests with a backing queue for pending requests. The queue_size parameter in this case controls the number of threads and defaults to the five times the number of cores. A cache thread pool type is unbounded, meaning that a new thread will be created if there are any pending requests.
      

      
      Armed with the cluster health API, slow query and index logs, and thread information, you can diagnose CPU-intensive operations
         and bottlenecks more easily. The next section will cover memory-centric information, which can help in diagnosing and tuning
         Elasticsearch performance issues.
      

      
      
      
      
      11.3.3. Memory: heap size, field, and filter caches
      

      
      This section will explore efficient memory management and tuning for Elasticsearch clusters. Many aggregation and filtering
         operations are memory-bound within Elastic-search, so knowing how to effectively improve the default memory-management settings
         in Elasticsearch and the underlying JVM will be a useful tool for scaling your cluster.
      

      
      
      Heap size
      

      
      Elasticsearch is a Java application that runs on the Java Virtual Machine (JVM), so it’s subject to memory management by the
         garbage collector. The concept behind the garbage collector is a simple one: it’s triggered when memory is running low, clearing out objects that have been dereferenced and
         thus freeing up memory for other JVM applications to use. These garbage-collection operations are time consuming and cause
         system pauses. Loading too much data in memory can also lead to OutOfMemory exceptions, causing failures and unpredictable results—a problem that even the garbage collector can’t address.
      

      
      For Elasticsearch to be fast, some operations are performed in memory because of improved access to field data. For instance,
         Elasticsearch doesn’t just load field data for documents that match your query; it loads values for all the documents in your
         index. This makes your subsequent query much faster by virtue of having quick access to in-memory data.
      

      
      The JVM heap represents the amount of memory allocated to applications running on the JVM. For that reason, it’s important
         to understand how to tune its performance to avoid the ill effects of garbage collection pauses and OutOfMemory exceptions. You set the JVM heap size via the HEAP_SIZE environment variable. The two golden rules to keep in mind when setting your heap size are as follows:
      

      
      

      
         
         	Maximum of 50% of available system RAM— Allocating too much system memory to the JVM means there’s less memory allocated to the underlying file-system cache, which
            Lucene makes frequent use of.
            
         

         
         	Maximum of 32 GB RAM— The JVM changes its behavior at over 32 GB allocated by not using compressed ordinary object pointers (OOP). This means that
            setting the heap size under 32 GB uses approximately half the memory space.
            
         

         
      

      
      
      
      Filter and field cache
      

      
      Caches play an important role in Elasticsearch performance, allowing for the effective use of filters, facets, and index field
         sorting. This section will explore two of these caches: the filter cache and the field data cache.
      

      
      The filter cache stores the results of filters and query operations in memory. This means that an initial query with a filter
         applied will have its results stored in the filter cache. Every subsequent query with that filter applied will use the data
         from the cache and not go to disk for the data. The filter cache effectively reduces the impact on CPU and I/O and leads to
         faster results of filtered queries.
      

      
      Two types of filter caches are available in Elasticsearch:

      
      

      
         
         	Index-level filter cache
            
         

         
         	Node-level filter cache
            
         

         
      

      
      The node-level filter cache is the default setting and the one we’ll be covering. The index-level filter cache isn’t recommended
         because you can’t predict where the index will reside inside the cluster and therefore can’t predict memory usage.
      

      
      The node-level filter cache is an LRU (least recently used) cache type. That means that when the cache becomes full, cache
         entries that are used the least amount of times are destroyed first to make room for new entries. Choose this cache type by
         setting index.cache.filter.type to node, or don’t set it at all; it’s the default value. Now you can set the size with the indices.cache.filter.size property. It will take either a percentage value of memory (20%) to allocate or a static value (1024 MB) within your elasticsearch.yml
         configuration for the node. Note that a percentage property uses the maximum heap for the node as the total value to calculate
         from.
      

      
      
      
      Field-data cache
      

      
      The field-data cache is used to improve query execution times. Elasticsearch loads field values into memory when you run a
         query and keeps those values in the field-data cache for subsequent requests to use. Because building this structure in memory
         is an expensive operation, you don’t want Elasticsearch performing this on every request, so the performance gains are noticeable.
         By default, this is an unbounded cache, meaning that it will grow until it trips the field-data circuit breaker (covered in
         the next section). By specifying a value for the field-data cache, you tell Elasticsearch to evict data from the structure
         once the upper bound is reached.
      

      
      Your configuration should include an indices.fielddata.cache.size property that can be set to either a percentage value (20%) or a static value (16 GB). These values represent the percentage
         or static segment of node heap space to use for the cache.
      

      
      To retrieve the current state of the field-data cache, there are some handy APIs available:

      
      

      
         
         	Per-Node:
            
            
            
curl -XGET 'localhost:9200/_nodes/stats/indices/
fielddata?fields=*&pretty=1';

            
            

         
         	Per-Index:
            
            
            
curl -XGET 'localhost:9200/_stats/fielddata?fields=*&pretty=1';

            
            

         
         	Per-Node Per-Index:
            
            
            
curl -XGET 'localhost:9200/_nodes/stats/indices/
fielddata?level=indices&fields =*&pretty=1';

            
            

         
      

      
      Specifying fields=* will return all field names and values. The output of these APIs looks similar to the following:
      

      
      "indices" : {
  "bitbucket" : {
    "fielddata" : {
      "memory_size_in_bytes" : 1024mb,
      "evictions" : 200,
      "fields" : { ... }
    }
  }, ...

      
      These operations will break down the current state of the cache. Take special note of the number of evictions. Evictions are an expensive operation and a sign that the field-data cache may be set to too small of a value.
      

      
      
      
      
      Circuit breaker
      

      
      As mentioned in the previous section, the field-data cache may grow to the point that it causes an OutOfMemory exception. This is because the field-data size is calculated after the data is loaded. To avoid such events, Elasticsearch
         provides circuit breakers.
      

      
      Circuit breakers are artificial limits imposed to help reduce the chances of an OutOfMemory exception. They work by introspecting data fields requested by a query to determine whether loading the data into the cache
         will push the total size over the cache size limit. Two circuit breakers are available in Elasticsearch, as well as a parent
         circuit breaker that sets a limit on the total amount of memory that all circuit breakers may use:
      

      
      

      
         
         	indices.breaker.total.limit— Defaults to 70% of heap. Doesn’t allow the field-data and request circuit breakers to surpass this limit.
            
         

         
         	indices.breaker.fielddata.limit— Defaults to 60% of heap. Doesn’t allow the field-data cache to surpass this limit.
            
         

         
         	indices.breaker.request.limit— Defaults to 40% of heap. Controls the size fraction of heap allocated to operations like aggregation bucket creation.
            
         

         
      

      
      The golden rule with circuit breaker settings is to be conservative in their values because the caches the circuit breakers
         control have to share memory space with memory buffers, the filter cache, and other Elasticsearch memory use.
      

      
      
      
      Avoiding swap
      

      
      Operating systems use the swapping process as a method of writing memory pages to disk. This process occurs when the amount
         of memory isn’t enough for the operating system. When the swapped pages are needed by the OS, they’re loaded back in memory
         for use. Swapping is an expensive operation and should be avoided.
      

      
      Elasticsearch keeps a lot of runtime-necessary data and caches in memory, as shown in figure 11.4, so expensive write and read disk operations will severely impact a running cluster. For this reason, we’ll show how to disable
         swapping for faster performance.
      

      
      
      
      Figure 11.4. Elasticsearch keeps runtime data and caches in memory, so writes and reads can be expensive.
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      The most thorough way to disable Elasticsearch swapping is to set bootstrap .mlockall to true in the elasticsearch.yml file. Next, you need to verify that the setting is working. Running Elasticsearch, you can either check the log for a warning or simply query for a live status:
      

      
      

      
         
         	Sample error in the log:
            
            
            
[2014-11-21 19:22:00,612][ERROR][common.jna]
Unknown mlockall error 0

            
            

         
         	API request:
            
            
            
curl -XGET 'localhost:9200/_nodes/process?pretty=1';

            
            

         
         	Response:
            
            
            
...
 "process" : {
        "refresh_interval_in_millis" : 1000,
        "id" : 9809,
        "max_file_descriptors" : 10240,
        "mlockall" : false
      } ...

            
            

         
      

      
      If either the warning is visible in the log or the status check results in mlockall being set to false, your settings didn’t work. Insufficient access rights on the user running Elasticsearch are the most common reason for the
         new setting not taking affect. This is normally solved by running ulimit -l unlimited from the shell as the root user. It will be necessary to restart Elasticsearch for these new settings to be applied.
      

      
      
      
      
      11.3.4. OS caches
      

      
      Elasticsearch and Lucene leverage the OS file-system cache heavily due to Lucene’s immutable segments. Lucene is designed
         to leverage the underlying OS file-system cache for in-memory data structures. Lucene segments are stored in individual immutable
         files. Immutable files are considered to be cache-friendly, and the underlying OS is designed to keep “hot” segments resident
         in memory for faster access. The end effect is that smaller indices tend to be cached entirely in memory by your OS and become
         diskless and fast.
      

      
      Because of Lucene’s heavy use of the OS file-system cache and the previous recommendation to set the JVM heap at half the
         physical memory, you can count on Lucene using much of the remaining half for caching. For this simple reason, it’s considered
         best practice to keep the indices that are most often used on faster machines. The idea is that Lucene will keep hot data
         segments in memory for really fast access, and this is easiest to accomplish on machines with more non-heap memory allocated.
         But to make this happen, you’ll need to assign specific indices to your faster nodes using routing.
      

      
      First, you need to assign a specific attribute, tag, to all of your nodes. Every node has a unique value assigned to the attribute tag; for instance, node.tag: mynode1 or node.tag: mynode2. Using the node’s individual settings, you can create an index that will deploy only on nodes that have specific tag values.
         Remember, the point of this exercise is to make sure that your new, busy index is created only on nodes with more non-heap memory that Lucene can make
         good use of. To achieve this, your new index, myindex, will now be created only on nodes that have tag set to mynode1 and mynode2, with the following command:
      

      
      curl -XPUT localhost:9200/myindex/_settings -d '{
    "index.routing.allocation.include.tag" : "mynode1,mynode2"
}'

      
      Assuming these specific nodes have a higher non-heap memory allocation, Lucene will cache segments in memory, resulting in
         a much faster response time for your index than the alternative of having to seek segments on disk.
      

      
      
      
      11.3.5. Store throttling
      

      
      Apache Lucene stores its data in immutable segment files on disk. Immutable files are by definition written only once by Lucene
         but read many times. Merge operations work on these segments because many segments are read at once when a new one is written.
         Although these merge operations normally don’t task a system heavily, systems with low I/O can be impacted negatively when
         merges, indexing, and search operations are all occurring at the same time. Fortunately, Elasticsearch provides throttling
         features to help control how much I/O is used.
      

      
      You can configure throttling at both the node level and the index level. At the node level, throttling configuration settings
         affect the entire node, but at the index level, throttling configuration takes effect only on the indices specified.
      

      
      Node-level throttling is configured by use of the indices.store.throre.throttle.type property with possible values of none, merge, and all. The merge value instructs Elasticsearch to throttle I/O for merging operations across the entire node, meaning every shard on that
         node. The all value will apply the throttle limits to all operations for all of the shards on the node. Index-level throttling is configured
         much the same way but uses the index.store.throttle.type property instead. Additionally, it allows for a node value to be set, which means it will apply the throttling limits to the entire node.
      

      
      Whether you’re looking to implement node- or index-level throttling, Elasticsearch provides a property for setting the maximum
         bytes per second that I/O will use. For node-level throttling, use indices.store.throttle.max_bytes_per_sec, and for index-level throttling, use index.store.throttle.max_bytes_per_sec. Note that the values are expressed in megabytes per second:
      

      
      indices.store.throttle.max_bytes_per_sec : "50mb"

      
      or

      
      index.store.throttle.max_bytes_per_sec : "10mb"

      
      We leave as an exercise for you to configure the correct values for your particular system. If the frequency of I/O wait on
         a system is high or performance is degrading, lowering these values may help ease some of the pain.
      

      
      Although we’ve explored ways to curtail a disaster, the next section will look at how to back up and restore data from/to
         your cluster in the event of one.
      

      
      
      
      
      11.4. Backing up your data
      

      
      Elasticsearch provides a full-featured and incremental data backup solution. The snapshot and restore APIs enable you to back
         up individual index data, all of your indices, and even cluster settings to either a remote repository or other pluggable
         backend systems and then easily restore these items to the existing cluster or a new one.
      

      
      The typical use case for creating snapshots is, of course, to perform backups for disaster recovery, but you may also find
         it useful in replicating production data in development or testing environments and even as insurance before executing a large
         set of changes.
      

      
      
      11.4.1. Snapshot API
      

      
      Using the snapshot API to back up your data for the first time, Elasticsearch will take a copy of the state and data of your
         cluster. All subsequent snapshots will contain the changes from the previous one. The snapshot process is nonblocking, so
         executing it on a running system should have no visible effect on performance. Furthermore, because every subsequent snapshot
         is the delta from the previous one, it makes for smaller and faster snapshots over time.
      

      
      It’s important to note that snapshots are stored in repositories. A repository can be defined as either a file system or a
         URL.
      

      
      

      
         
         	A file-system repository requires a shared file system, and that shared file system must be mounted on every node in the cluster.
            
         

         
         	URL repositories are read-only and can be used as an alternative way to access snapshots.
            
         

         
      

      
      In this section, we’ll cover the more common and flexible file-system repository types, how to store snapshots in them, restoring
         from them, and leveraging common plugins for cloud vendor storage repositories.
      

      
      
      
      11.4.2. Backing up data to a shared file system
      

      
      Performing a cluster backup entails executing three steps that we’ll cover in detail:

      
      

      
         
         	Define a repository— Instruct Elasticsearch on how you want the repository structured.
            
         

         
         	Confirm the existence of the repository— You want to trust but verify that the repository was created using your definition.
            
         

         
         	Execute the backup— Your first snapshot is executed via a simple REST API command.
            
         

         
      

      
      The first step in enabling snapshots requires you to define a shared file-system repository. The curl command in the following listing defines your new repository on a network mounted drive.
      

      
      
      

      
      
      Listing 11.4. Defining a new repository
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      Once the repository has been defined across your cluster, you can confirm its existence with a simple GET command:
      

      
      curl -XGET 'localhost:9200/_snapshot/my_repository?pretty=1';
{
  "my_repository" : {
    "type" : "fs",
    "settings" : {
      "compress" : "true",
      "max_restore_bytes_per_sec" : "20mb",
      "location" : "smb://share/backups",
      "max_snapshot_bytes_per_sec" : "20mb"
    }
  }
}

      
      Note that as a default action, you don’t have to specify the repository name, and Elasticsearch will respond with all registered
         repositories for the cluster:
      

      
      curl -XGET 'localhost:9200/_snapshot?pretty=1';

      
      Once you’ve established a repository for your cluster, you can go ahead and create your initial snapshot/backup:

      
      curl -XPUT 'localhost:9200/_snapshot/my_repository/first_snapshot';

      
      This command will trigger a snapshot operation and return immediately. If you want to wait until the snapshot is complete
         before the request responds, you can append the optional wait_for_completion flag:
      

      
      curl -XPUT 'localhost:9200/_snapshot/my_repository/
first_snapshot?wait_for_completion=true';

      
      Now take a look at your repository location and see what the snapshot command stored away:

      
      ./backups/index
./backups/indices/bitbucket/0/__0
./backups/indices/bitbucket/0/__1
./backups/indices/bitbucket/0/__10
./backups/indices/bitbucket/1/__c
./backups/indices/bitbucket/1/__d
./backups/indices/bitbucket/1/snapshot-first_snapshot
...
./backups/indices/bitbucket/snapshot-first_snapshot
./backups/metadata-first_snapshot
./backups/snapshot-first_snapshot

      
      From this list, you can see a pattern emerging on what Elasticsearch backed up. The snapshot contains information for every
         index, shard, segment, and accompanying metadata for your cluster with the following file path structure: /<index_name>/<shard_number>/<segment_id>.
         A sample snapshot file may look similar to the following, which contains information about size, Lucene segment, and the files
         that each snapshot points to within the directory structure:
      

      
      smb://share/backups/indices/bitbucket/0/snapshot-first_snapshot
{
  "name" : "first_snapshot",
  "index_version" : 18,
  "start_time" : 1416687343604,
  "time" : 11,
  "number_of_files" : 20,
  "total_size" : 161589,
  "files" : [ {
    "name" : "__0",
    "physical_name" : "_l.fnm",
    "length" : 2703,
    "checksum" : "1ot813j",
    "written_by" : "LUCENE_4_9"
  }, {
    "name" : "__1",
    "physical_name" : "_l_Lucene49_0.dvm",
    "length" : 90,
    "checksum" : "1h6yhga",
    "written_by" : "LUCENE_4_9"
  }, {
    "name" : "__2",
    "physical_name" : "_l.si",
    "length" : 444,
    "checksum" : "afusmz",
    "written_by" : "LUCENE_4_9"
  }

      
      
      Second snapshot
      

      
      Because snapshots are incremental, only storing the delta between them, a second snapshot command will create a few more data
         files but won’t recreate the entire snapshot from scratch:
      

      
      curl -XPUT 'localhost:9200/_snapshot/my_repository/second_snapshot';

      
      Analyzing the new directory structure, you can see that only one file was modified: the existing /index file in the root directory.
         Its contents now hold a list of the snapshots taken:
      

      
      {"snapshots":["first_snapshot","second_snapshot"]}

      
      
      
      Snapshots on a per-index basis
      

      
      In the previous example, you saw how you can take snapshots of the entire cluster and all indices. It’s important to note
         here that snapshots can be taken on a per-index basis, by specifying the index in the PUT command:
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      Retrieving basic information on the state of a given snapshot (or all snapshots) is achieved by using the same endpoint, with
         a GET request:
      

      
      curl -XGET 'localhost:9200/_snapshot/my_repository/first_snapshot?pretty';

      
      The response contains which indices were part of this snapshot and the total duration of the entire snapshot operation:

      
      {
  "snapshots": [
    {
      "snapshot": "first_snapshot",
      "indices": [
        "bitbucket"
      ],
      "state": "SUCCESS",
      "start_time": "2014-11-02T22:38:14.078Z",
      "start_time_in_millis": 1414967894078,
      "end_time": "2014-11-02T22:38:14.129Z",
      "end_time_in_millis": 1414967894129,
      "duration_in_millis": 51,
      "failures": [],
      "shards": {
        "total": 10,
        "failed": 0,
        "successful": 10
      }
    }
  ]
}

      
      Substituting the snapshot name for _all will supply you with information regarding all snapshots in the repository:
      

      
      curl -XGET 'localhost:9200/_snapshot/my_repository/_all';

      
      Because snapshots are incremental, you must take special care when removing old snapshots that you no longer need. It’s always
         advised that you use the snapshot API in removing old snapshots because the API will delete only currently unused segments
         of data:
      

      
      curl -XDELETE 'localhost:9200/_snapshot/my_repository/first_snapshot';

      
      Now that you have a solid understanding of the options available when backing up your cluster, let’s have a look at restoring
         your cluster data and state from these snapshots, which you’ll need to understand in the event of a disaster.
      

      
      
      
      
      11.4.3. Restoring from backups
      

      
      Snapshots are easily restored to any running cluster, even a cluster the snapshot didn’t originate from. Using the snapshot
         API with an added _restore command, you can restore the entire cluster state:
      

      
      curl -XPOST 'localhost:9200/_snapshot/my_repository/first_snapshot/_restore';

      
      This command will restore the data and state of the cluster captured in the given snapshots: first_snapshot. With this operation, you can easily restore the cluster to any point in time you choose.
      

      
      Similar to what you saw before with the snapshot operation, the restore operation allows for a wait_for_completion flag, which will block the HTTP call you make until the restore operation is fully complete. By default, the restore HTTP
         request returns immediately, and the operation executes in the background:
      

      
      curl -XPOST 'localhost:9200/_snapshot/my_repository/first_snapshot/_restore?wait_for_completion=true';

      
      Restore operations also have additional options available that allow you to restore an index to a newly named index space.
         This is useful if you want to duplicate an index or verify the contents of a restored index from backup:
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      Given this command, you’ll restore only the index named logs_2014 from the snapshot and ignore restoring any other indices found in the snapshot. Because the index name matches the pattern
         you defined as the rename_pattern, the snapshot data will reside in a new index named a_copy_of_logs_2014.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      
      When restoring an existing index, the running instance of the index must be closed. Upon completion, the restore operation
         will open the closed indices.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Now that you understand how the snapshot API works to enable backups in a network-attached-storage environment, let’s explore
         some of the many plugins available for performing backups in a cloud-based vendor environment.
      

      
      
      
      11.4.4. Using repository plugins
      

      
      Although snapshotting and restoring from a shared file system is a common use case, Elasticsearch and the community also provide
         repository plugins for several of the major cloud vendors. These plugins allow you to define repositories that use a specific
         vendor’s infrastructure requirements and internal APIs.
      

      
      
      Amazon S3
      

      
      For those deploying on an Amazon Web Services infrastructure, there’s a freely available S3 repository plugin available on
         GitHub and maintained by the Elasticsearch team: https://github.com/elasticsearch/elasticsearch-cloud-aws#s3-repository.
      

      
      The Amazon S3 repository plugin has a few configuration variables that differ from the norm, so it’s important to understand
         what functionality each of them controls. An S3 repository can be created as such:
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      Once enabled, the S3 plugin will store your snapshots in the defined bucket path. Because HDFS is compatible with Amazon S3,
         you may be interested in reading the next section, which covers the Hadoop HDFS repository plugin, as well.
      

      
      
      
      Hadoop HDFS
      

      
      The HDFS file system can be used as a snapshot/restore repository with this simple plugin, built and maintained by the Elasticsearch
         team that’s part of the more general Hadoop plugin project: https://github.com/elasticsearch/elasticsearch-hadoop/tree/master/repository-hdfs.
      

      
      You must install the latest stable release of this plugin on your Elasticsearch cluster. From the plugin directory, use the
         following command to install the desired version of the plugin directly from GitHub:
      

      
      bin/plugin -i elasticsearch/elasticsearch-repository-hdfs/2.x.y

      
      Once it’s installed, it’s time to configure the plugin. The HDFS repository plugin configuration values should be placed within
         your elasticsearch.yml configuration file. Here are some of the important values:
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      Now, with your HDFS repository plugin configured, your snapshot and restore operations will execute using the same snapshot
         API as covered earlier. The only difference is that the method of snapshotting and restoring will be from your Hadoop file
         system.
      

      
      In this section we explored various ways to back up and restore cluster data and state using the snapshot API. Repository
         plugins provide a convenience for those deploying Elasticsearch with public cloud vendors. The snapshot API provides a simple
         and automated way to store backups in a networked environment for disaster recovery.
      

      
      
      
      
      
      11.5. Summary
      

      
      We’ve covered a lot of information in this chapter, with the main focus being administration and optimization of your Elasticsearch
         cluster. Now that you have a firm understanding of these concepts, let’s recap:
      

      
      

      
         
         	Index templates enable autocreation of indices that share common settings.
            
         

         
         	Default mappings are convenient for the repetitive tasks of creating similar mappings across indices.
            
         

         
         	Aliases allow you to query across many indices with a single name, thereby allowing you to keep your data segmented if needed.
            
         

         
         	The cluster health API provides a simple way to gauge the general health of your cluster, nodes, and shards.
            
         

         
         	Use the slow index and slow query logs to help diagnose index and query operations that can be affecting the performance of
            the cluster.
            
         

         
         	Armed with a solid understanding of how the JVM, Lucene, and Elasticsearch allocate and use memory, you can prevent the operating
            system from swapping processes to disk.
            
         

         
         	The snapshot API provides a convenient way to back up and restore your cluster with network-attached storage. Repository plugins
            expand this functionality to public cloud vendors.
            
         

         
      

      
      
      
      
      
Appendix A. Working with geospatial data
      

      
      
      
      Geospatial data makes your search application location-aware. For example, to search for events that are close to you, to
         find restaurants in a certain area, or to see which park’s area intersects with the area of the city center, you’d work with
         geospatial data.
      

      
      We’ll call events and restaurants in this context points because they’re essentially points on the map. We’ll put areas, such as a country or a rectangle that you draw on a map,
         under the generic umbrella of shapes. Geospatial search works with points, shapes, and various relations between them:
      

      
      

      
         
         	Distance between a point and another point— If where you are is a point and swimming pools are other points, you can search for the closest swimming pools. Or you can
            filter only pools that are reasonably close to you, or use aggregations to see how many of them are within 10 km, how many
            are between 10 and 20 km, and so on.
            
         

         
         	A shape containing a point— If you select an area on the map, like the area where you work, you can filter only restaurants that are in that area, or
            you can use the geo_bounds aggregation to find out which area a set of points belongs in.
            
         

         
         	A shape overlapping with another shape— For example, you can search for parks in the city center.
            
         

         
      

      
      This appendix will show you how to search, sort, and aggregate documents in Elasticsearch, based on their distance from a
         reference point on the map. You’ll also learn how to search for points that fall into a rectangle and how to search shapes
         that intersect with a certain area you define on the map.
      

      
      
      
      A.1. Points and distances between them
      

      
      To search for points, you first have to index them. Elasticsearch has a geo point type especially for that. You can see an example of how to use it in the code samples by looking at mapping.json.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      The code samples for this book, along with instructions on how to use them, can be found at https://github.com/dakrone/elasticsearch-in-action.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Each event has a location field, which is an object that includes the geolocation field as a geo_point type:
      

      
      "geolocation" : { "type" : "geo_point"}

      
      With the geo point type defined in your mapping, you can index points by giving the latitude and longitude, as you can see
         in populate.sh:
      

      
      "geolocation": "39.748477,-104.998852"

      
      
         
            
         
         
            
               	
            

         
      

      TIP

      
      
      You can also provide the latitude and longitude as properties, an array, or a geohash. This doesn’t change the way points
         are indexed; it’s just for your convenience, in case you have a preferred way. You can find more details at www.elastic.co/guide/en/elasticsearch/reference/current/mapping-geo-point-type.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Having geo points indexed as part of your event documents (from the dataset used throughout the book) enables you to add distance
         criteria to your searches in the following ways:
      

      
      

      
         
         	Sort results by the distance from a given point— This makes the event closest to you appear first.
            
         

         
         	Filter results by distance— This lets you display only events that are within a certain range—for example, 100 kilometers from you.
            
         

         
         	Aggregate results by distance— This allows you to create buckets of ranges. For example, you can get the number of events within 100 km from you, the number
            of events from 100 km to 200 km, and so on.
            
         

         
      

      
      
      
      A.2. Adding distance to your sort criteria
      

      
      Using the get-together example from the main chapters of the book, let’s say your coordinates are 40,–105 and you need to
         find the event about Elasticsearch closest to you. To do that, you need to add a sort criteria called _geo_distance, where you specify your current location, as shown in the following listing.
      

      
      
      

      
      
      Listing A.1. Sorting events by distance
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      You can also specify an array of multiple reference points and use mode to decide whether the sort value will be the mim/max/avg distance between the reference points and the point stored in the document:
      

      
      "_geo_distance" : {
  "location.geolocation" : ["40,-105", "42,-107"],
  "order" : "asc",
  "unit" : "km",
  "mode" : "avg"

      
      This is useful, for example, when you have multiple points of interest and you want to find a hotel that’s close to all of
         them.
      

      
      
      A.2.1. Sorting by distance and other criteria at the same time
      

      
      A search like the previous one is useful when distance is your only criteria. If you want to include other criteria in the
         equation, such as the document’s score, you can use the function_score query that we introduced in chapter 6. This way, you can generate a final score based on the initial score from your query plus the distance from your point of
         interest.
      

      
      The following listing shows such a query: an event will score linearly lower the farther it is from you. At 100 km, the original
         score would be cut by half (decay=0.5).
      

      
      
      
      
      Listing A.2. Taking distance into account when calculating the score
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      You might be tempted to think that such scripts bring the best of both worlds: relevance from your query and the geospatial
         dimension. Although the function_score query is very powerful indeed, running it as shown in listing A.2 is expensive in terms of speed, especially when you have lots of documents, because it has to calculate the distance from
         origin of all matching documents. A faster way could be to search your events as usual and filter only those that are within
         a certain distance.
      

      
      
      
      
      A.3. Filter and aggregate based on distance
      

      
      Let’s say you’re looking for events within a certain range from where you are, as in figure A.1.
      

      
      
      
      Figure A.1. You can filter only points that fall in a certain range from a specified location.
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      To filter such events, you’d use the geo distance filter. The parameters it needs are your reference location and the limiting distance, as shown here:
      

      
      % curl 'localhost:9200/get-together/event/_search?pretty' -d '{
  "query": {
    "filtered": {
      "filter": {
        "geo_distance": {
          "distance": "50km",
          "location.geolocation": "40.0,-105.0"
        }
      }
    }
  }
}'

      
      In this default mode, Elasticsearch will calculate the distance from 40.0,–105.0 to each event’s geolocation and return only
         those that are under 50 km. You can set the way the distance is calculated via the distance_type parameter, which will go next to the distance parameter. You have three options:
      

      
      

      
         
         	sloppy_arc (default)—It calculates the distance between the two points by doing a faster approximation of an arc of a circle. This is
            a good option for most situations.
            
         

         
         	arc— It actually calculates the arc of a circle, making it slower but more precise than sloppy_arc. Note that you don’t get 100% precision here, either, because the Earth isn’t perfectly round. Still, if you need precision,
            this is the best option.
            
         

         
         	plane— This is the fastest but least precise implementation because it assumes the surface between the two points is a plane. This
            option works well when you have many documents and the distance limit is fairly small.
            
         

         
      

      
      Performance optimization doesn’t end with distance algorithms. There’s another parameter to the geo distance filter called optimize_bbox. bbox stands for bounding box, which is a rectangle that you define on a map that contains all the points and areas of interest.
      

      
      Using optimize,_bbox will first check if events match a square that contains the circle describing the distance range. If they match, Elasticsearch
         filters further by calculating the distance.
      

      
      If you’re asking yourself whether the bounding box optimization is actually worth it, you’ll be happy to know that for most
         cases, it is. Verifying whether a point belongs to a bounding box is much faster than calculating the distance and comparing
         it to your limit.
      

      
      It’s also configurable. You can set optimize_bbox to none and check whether your query times are faster or slower. The default value is memory and you can set it to indexed.
      

      
      Are you curious about what the difference between memory and indexed is? We’ll discuss this difference in the beginning of the next section. If you’re not curious and you don’t want to obsess
         about performance improvements, sticking with the default should be good enough for most cases.
      

      
      
      
      Distance range filter
      

      
      The geo distance range filter allows you, for example, to search for events between 50 and 100 kilometers from where you are. Besides its from and to distance options, it accepts the same parameters as the geo distance filter:
      

      
      "filter": {
  "geo_distance_range": {
    "from": "50km",
    "to": "100km",
    "location.geolocation": "40.0,-105.0"
  }
}

      
      
      
      Distance range aggregation
      

      
      Users will probably search for events farther from their point of reference because the ones they found close by weren’t satisfying—for
         example, if the events’ dates are too far in the future. In such situations, it might be handy for the user to see in advance
         how many events are, say, within 50 km, between 50 and 100, between 100 and 200, and so on.
      

      
      For this use case, the geo distance range aggregation will come in handy. It looks similar to the range and date range aggregations you saw in chapter 7. In this case, you’ll specify a reference point (origin) and the distance ranges you need:
      

      
      "aggs" : {
  "events_ranges" : {
    "geo_distance" : {
      "field" : "location.geolocation",
      "origin" : "40.0, -105.0",
      "unit": "km",
      "ranges" : [
        { "to" : 100 },
        { "from" : 100, "to" : 5000 },
        { "from" : 5000 }
      ]
    }
  }
}

      
      Elasticsearch will return how many events it finds for each distance range:
      

      
      "aggregations" : {
  "events_ranges" : {
    "buckets" : [ {
      "key" : "*-100.0",
      "from" : 0.0,
      "to" : 100.0,
      "doc_count" : 8
    }, {
      "key" : "100.0-5000.0",
      "from" : 100.0,
      "to" : 5000.0,
      "doc_count" : 3
    }, {

        "key" : "5000.0-*",
      "from" : 5000.0,
      "doc_count" : 3
    } ]
  }
}

      
      So far we’ve covered how to search and aggregate points based on distances. Next, we’ll look at searching and aggregating
         them based on shapes.
      

      
      
      
      A.4. Does a point belong to a shape?
      

      
      Shapes, especially rectangles, are easy to draw interactively on a map, as you can see in figure A.2. It’s also faster to search for points in a shape than to calculate distances because searching in a shape only requires
         comparing the coordinates of the point with the coordinates of the shape’s corners.
      

      
      
      
      Figure A.2. You can filter points based on whether they fall within a rectangle on the map.
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      There are three types of shapes on the map that you can match points to, or you can match points to events if you’re thinking
         of the get-together example we used throughout the chapters:
      

      
      

      
         
         	Bounding boxes (rectangles)— These are fast and give you the flexibility to draw any rectangle.
            
         

         
         	Polygons— These allow you to draw a more precise shape, but it’s difficult to ask a user to draw a polygon, and the more complex the
            polygon is, the slower the search.
            
         

         
         	Geohashes (squares defined by a hash)— These are the least flexible because hashes are fixed. But, as you’ll see later, they’re typically the fastest implementation
            of the three.
            
         

         
      

      
      
      
      A.4.1. Bounding boxes
      

      
      To search whether a point falls within a rectangle, you’d use the bounding box filter. This is useful if your application allows users to click a point on the map to define a corner of the rectangle and
         then click again to define the opposite corner. The result could be a rectangle like the one from figure A.2.
      

      
      To run the bounding box filter, specify the coordinates for the top-left and bottom-right points that describe the rectangle:
      

      
      % curl 'localhost:9200/get-together/event/_search?pretty' -d '{
  "query": {
    "filtered": {
      "filter": {
        "geo_bounding_box": {
          "location.geolocation": {
            "top_left": "40, -106",
            "bottom_right": "38, -103"
          }
        }
      }
    }
  }
}'

      
      The default implementation of the bounding box filter is to load the points’ coordinates in memory and compare them with those provided for the bounding box. This is the
         equivalent of setting the type option under geo_bounding_box to memory.
      

      
      Alternatively, you can set type to indexed and Elasticsearch will do the same comparison using range filters, like the ones you learned about in chapter 4. For this implementation to work, you need to index the point’s latitude and longitude in their own fields, which aren’t
         enabled by default.
      

      
      To enable indexing latitude and longitude separately, you have to set lat_lon to true in your mapping, making your geolocation field definition look like this:
      

      
      "geolocation" : { "type" : "geo_point", "lat_lon": true }

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      If you make this change to mapping.json from the code samples, you’ll need to run populate.sh again to re-index the sample
         dataset and have your changes take effect.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The indexed implementation is faster, but indexing latitude and longitude will make your index bigger. Also, if you have more geo points
         per document—such as an array of points for a restaurant franchise—the indexed implementation won’t work.
      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Polygon filter
         
         If you want to search for points matching a more complex shape than a rectangle, you can use the geo polygon filter. It allows you to enter the array of points that describe the polygon. More details about the geo polygon filter can be found here: www.elastic.co/guide/en/elasticsearch/reference/current/query-dsl-geo-polygon-filter.html.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      If you use the geo bounding box filter to search for documents that fall in an area, you can use the geo bounds aggregation to do the opposite—get the bounding box that includes all points resulting from your search:
      

      
        "aggs" : {
    "events_box": {
      "geo_bounds": {
        "field": "location.geolocation"
      }
    }
  }
# returns
  "aggregations" : {
    "events_box" : {
      "bounds" : {
        "top_left" : {
          "lat" : 51.524806,
          "lon" : -122.399801
        },
        "bottom_right" : {
          "lat" : 37.787742,
          "lon" : -0.099095
        }
      }
    }
  }

      
      
      
      
      A.4.2. Geohashes
      

      
      The last point-matches-shape method you can use is matching geohash cells. Geohash, which is a system invented by Gustavo
         Niemeyer when building geohash.org,[1] works as suggested in figure A.3, which is a screenshot from http://geohash.gofreerange.com. The Earth is divided into 32 rectangles/cells. Each cell is identified by an alphanumeric character, its hash. Then each
         rectangle—for example, d—can be further divided into 32 rectangles of its own, generating d0, d1, and so on. You can repeat the process virtually forever, generating smaller and smaller rectangles with longer and longer
         hash values.
      

      
         1 
            
https://en.wikipedia.org/wiki/Geohash

         

      

      
      
      

      
      
      Figure A.3. The world divided in 32 letter-coded cells. Each cell is divided into 32 cells and so on, making longer hashes.
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      Geohash cell filter
      

      
      Because of the way geohash cells are defined, each point on the map belongs to an infinite number of such geohash cells, like
         d, d0, d0b, and so on. Given such a cell, Elasticsearch can tell you which points match with the geohash cell filter:
      

      
      % curl 'localhost:9200/get-together/event/_search?pretty' -d '{
  "query": {
    "filtered": {
      "filter": {
        "geohash_cell": {
          "location.geolocation": "9xj"
        }
      }
    }
  }
}'

      
      Even though a geohash cell is a rectangle, this filter works differently than the bounding box filter. First, geo points have
         to get indexed with a geohash that describes them—for example, 9xj6. Then, you also have to index all the ngrams of that hash, like 9, 9x, 9xj, and 9xj6, which describe all the parent cells. When you run the filter, the hash from the query is matched against the hashes indexed
         for that point, making a geohash cell filter similar in implementation to the term filter you saw in chapter 4, which is very fast.
      

      
      To enable indexing the geohash in your geo point, you have to set geohash to true in the mapping. To index that hash’s parents (edge ngrams), set geohash_prefix to true, as well. Indexing prefixes will help make filters faster because they’ll do an exact match on the prefixes already indexed
         instead of a more expensive wildcard search.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Because a cell will never be able to perfectly describe a point, you have to choose how precise (or big) that rectangle needs
         to be. The default setting for precision is 12, which creates hashes like 9xj64sswpkdq with an accuracy of a few centimeters. Because you’ll also index all the parents, you may want to trade some precision for
         index size and search performance. You can also specify the precision as length (like 10m), and Elasticsearch will set the corresponding numeric value.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Geohash grid aggregation
      

      
      Just as you can do aggregations with distances, you can cluster documents that match your search by the geohash cells they
         belong to. The size of these geohash cells is configured through the precision option:
      

      
      "aggs" : {
  "events_clusters": {
    "geohash_grid": {
      "field": "location.geolocation",
      "precision": 5
    }
  }
}

      
      This would return buckets like these:

      
          "events_clusters" : {
      "buckets" : [ {
        "key" : "9xj64",
        "doc_count" : 6
      }, {
        "key" : "gcpvj",
        "doc_count" : 3
...

      
      Understanding geohash cells is important even if you’re not going to use the geohash filters and aggregations because in Elasticsearch,
         geohashes are the default way of representing shapes. We’ll explain how shapes use geohashes in the next section.
      

      
      
      
      
      
      A.5. Shape intersections
      

      
      Elasticsearch can index documents with shapes, such as polygons showing the area of a park, and filter documents based on
         whether parks overlap other shapes, such as the city center. It does this by default through the geohashes discussed in the
         previous section. The process is described in figure A.4: each shape is approximated (we’ll discuss precision later) to a group of rectangles defined by geohashes. When you search,
         Elasticsearch will easily find out if at least one geohash of a certain shape overlaps a geohash of another shape.
      

      
      
      

      
      
      Figure A.4. Shapes represented in geohashes. Searching for shapes matching shape 1 will return shape 2.
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      A.5.1. Indexing shapes
      

      
      Let’s say you have a shape of a park that’s a polygon with four corners. To index it, you’d first have to define a mapping
         of that shape field—let’s call it area—of type geo_shape. With the mapping in place, you can start indexing documents: the area field of each document would have to mention that the shape’s type is polygon and show the array of coordinates for that polygon, as shown in the next listing.
      

      
      
      
      
      Listing A.3. Indexing a shape
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      Note

      
      
      
      Polygons aren’t the only shape type Elasticsearch supports. You can have multiple polygons in a single shape (type: multipolygon). There are also the point and multipoint types, one or more chained lines (linestring, multilinestring), rectangles (envelope), and more. You can find the complete list here: www.elastic.co/guide/en/elasticsearch/reference/current/mapping-geo-shape-type.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      The amount of space a shape occupies in your index depends heavily on how you index it. Because geohashes can only approximate
         most shapes, it’s up to you to define how small those geohash rectangles can be. The smaller they are, the better the resolution/approximation,
         but your index size increases because smaller geohash cells have longer strings and—more importantly—more parent ngrams to
         index as well. Depending on where you are in this tradeoff, you’ll specify a precision parameter in your mapping, which defaults to 50m. This means the worst-case scenario is to get an error of 50m.
      

      
      
      
      A.5.2. Filtering overlapping shapes
      

      
      With your park documents indexed, let’s say you have another four-cornered shape that represents your city center. To see
         which parks are at least partly in the city center, you’d use the geo shape filter. You can provide the shape definition of your city center in the filter, as shown in the following listing.
      

      
      
      
      
      Listing A.4. geo shape filter example
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      If you followed listing A.3, you should see that the indexed shape matches. Change the query to something like [[95, 30.5], [96, 30.5], [95, 31.5], [96, 32.5]], and the query won’t return any hits because there’s no common geohash to trigger an overlap.
      

      
      Geohashes are powerful because they provide a way to do geospatial search using the same underlying mechanisms as the term queries we discussed throughout the book. Although geohashes are only an approximation of a point or a shape, using them
         is typically faster than doing calculations or range filtering on raw latitude and longitude numbers, as you saw in the first
         part of the appendix.
      

      
      
      
      
Appendix B. Plugins
      

      
      
      
      Plugins are a powerful way to extend or enhance the functionality that Elasticsearch provides out of the box. A default installation
         of Elasticsearch comes with no plugins installed, but many are available on GitHub for you to download and play around with.
      

      
      This appendix shows you how to install, access, and manage plugins in Elasticsearch.

      
      
      B.1. Working with plugins
      

      
      Plugins are split into two categories: site plugins and code plugins. A site plugin is one that provides no additional functionality; it simply provides a web page served by Elasticsearch. Some examples of
         site plugins are the elasticsearch-head plugin, elasticsearch-kopf, bigdesk, elasticsearch-hq, and whatson. For example, you may remember the screenshot from chapter 2 shown in figure B.1, showing shards allocated on two different nodes on the kopf plugin.
      

      
      
      
      Figure B.1. Example of the kopf plugin
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      You can see in the figure that the kopf plugin shows information about the Elasticsearch cluster; Elasticsearch isn’t running any different code and hasn’t had any
         behavior on the server changed at all. The alternative to this is a code plugin.
      

      
      A code plugin is any plugin that includes JVM code that Elasticsearch executes; this can include plugins that add features to Elasticsearch
         such as the AWS plugin, used to add the ability to snapshot indices to Amazon S3, as well as plugins like the ICU analysis
         plugin, which is used to better handle language-specific characteristics of text during analysis. There are even plugins that
         replace internal parts of Elasticsearch such as the shard distributor and discovery mechanisms.
      

      
      Some examples of code plugins are the elasticsearch-aws and elasticsearch-azure plugins and the multiple elasticsearch-lang-* plugins such as elasticsearch-lang-python and elasticsearch-lang-ruby that add support for additional scripting languages. There are also plugins that add query capabilities such as additional
         highlighters and new types of aggregations. Because a code plugin is just a .jar file, it can add any kind of functionality
         that a developer can think of to Elasticsearch.
      

      
      Although we said that plugins were split into two categories, that isn’t entirely true. It’s possible for a code plugin to
         also include basic HTML, image, and Java-Script files that Elasticsearch can serve to provide an interface as well. An example
         of a plugin like this is the elasticsearch-marvel plugin (www.elastic.co/products/marvel/), which includes Java code that collects and stores metrics, as well as the site portion, which includes an interface to
         display analytic information about data in Elasticsearch.
      

      
      Now that we’ve covered the two different types of Elasticsearch plugins, let’s talk about how to install and start using them.

      
      
      
      B.2. Installing plugins
      

      
      In order to use a plugin, you first need to install it. Plugins come in many forms, but they’re most frequently .zip files.
         You can choose to manually extract a .zip file to the plugins directory, or you can use the bin/plugin tool to install it
         by downloading it either from the internet or from a local zip file.
      

      
      You’ll start by installing the elasticsearch-head plugin, as shown in the following listing. You can find the plugin here: https://mobz.github.io/elasticsearch-head/. You’ll install it using the built-in plugin shell script that comes with Elasticsearch. On Windows, you can use the plugin.bat
         script to install plugins.
      

      
      
      
      
      Listing B.1. Installing the elasticsearch-head plugin
      

      
      [image: ]

      
      
      Here you can see that the plugin script has downloaded the plugin from github.com and installed the elasticsearch-head plugin into the plugins/head directory. It also has detected that the plugin is a site plugin.
      

      
      You can list plugins that have been installed by using the -l or --list parameters to the plugin script, as shown in the next listing.
      

      
      
      
      Listing B.2. Listing installed plugins
      

      
      $ bin/plugin --list
Installed plugins:
    - head

      
      
      In this case, you install a site plugin that was automatically downloaded from GitHub, but there are also other ways to install
         plugins. Running the bin/plugin script without any parameters shows you all of the options available. See the next listing.
      

      
      
      
      Listing B.3. Available options of the plugin script
      

      
      $ bin/plugin
Usage:
    -u, --url     [plugin location]   : Set exact URL to download the plugin from
    -i, --install [plugin name]       : Downloads and installs listed
plugins [*]
    -t, --timeout [duration]          : Timeout setting: 30s, 1m, 1h... (infinite by default)
    -r, --remove  [plugin name]       : Removes listed plugins
    -l, --list                        : List installed plugins
    -v, --verbose                     : Prints verbose messages
    -s, --silent                      : Run in silent mode
    -h, --help                        : Prints this help message

 [*] Plugin name could be:
     elasticsearch/plugin/version for official elasticsearch plugins (download from download.elasticsearch.org)
     groupId/artifactId/version   for community plugins (download from maven central or oss sonatype)
     username/repository          for site plugins (download from github master)

      
      
      Here you can see at the bottom of the output the three different kinds of plugins that can be automatically downloaded—from
         Elasticsearch, from Maven Central, or directly from GitHub. You can also specify the URL manually, as shown in listing B.4, using the --url parameter, which allows you to install from a local file as well.
      

      
      For example, if you had a plugin downloaded locally that you wanted to install, you could install it by prepending file:///
         to the full path of the ZIP file. But if you do this, you’ll need to manually specify the name of the plugin you’re installing.
      

      
      
      
      Listing B.4. Manually installing a plugin from a local ZIP file
      

      
      $ bin/plugin --url file:///downloads/elasticsearch-head.zip --install head
-> Installing head...
Trying file:/downloads/elasticsearch-head.zip...
Downloading .........DONE
Installed head into /Users/hinmanm/ies/elasticsearch-1.5.1/plugins/head
Identified as a _site plugin, moving to _site structure ...

      
      
      Now that you’ve installed the plugin by either having the plugin tool download the plugin or installing from a local file,
         you’ll want to be able to access the plugin from Elasticsearch.
      

      
      
      
      B.3. Accessing plugins
      

      
      If you start Elasticsearch now that you’ve installed the elasticsearch-head plugin, you’ll see the log lines shown in the
         next listing.
      

      
      
      
      Listing B.5. Example output starting Elasticsearch with the head plugin installed
      

      
      [INFO ][node                ] [Black Widow] version[1.5.1], pid[33030],
     build[5e38401/2015-04-09T13:41:35Z]
[INFO ][node                ] [Black Widow] initializing ...
[INFO ][plugins             ] [Black Widow] loaded [], sites [head]
[INFO ][node                ] [Black Widow] initialized
[INFO ][node                ] [Black Widow] starting ...
[INFO ][transport           ] [Black Widow] bound_address {inet[/
     0:0:0:0:0:0:0:0:9300]}, publish_address {inet[/192.168.0.4:9300]}
[INFO ][discovery           ] [Black Widow] elasticsearch/evzmesg5QlmRjffe-
     HnGIw
[INFO ][cluster.service     ] [Black Widow] new_master [Black
     Widow][evzmesg5QlmRjffe-HnGIw][Xanadu-2.domain][inet[/
     192.168.0.4:9300]], reason: zen-disco-join (elected_as_master)
[INFO ][http                ] [Black Widow] bound_address {inet[/
     0:0:0:0:0:0:0:0:9200]}, publish_address {inet[/192.168.0.4:9200]}
[INFO ][node                ] [Black Widow] started

      
      
      Pay close attention to the loaded [], sites [head] text. This text indicates which plugins Elasticsearch has loaded; in this case, the empty [] means that there are no code plugins installed. The [head] text shows that the head plugin has been installed and detected correctly by Elasticsearch. If the plugin doesn’t show up
         in these log messages, it most likely hasn’t been installed correctly.
      

      
      Once Elasticsearch has been started with a site plugin installed, you can navigate to the HTML for the plugin by going to
         http://localhost:9200/_plugin/head in any web browser.
      

      
      Figure B.2 is an example screenshot of the elasticsearch-head plugin running.
      

      
      
      

      
      
      Figure B.2. Screenshot of the elasticsearch-head plugin
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      To access a site plugin, visit http://localhost:9200/_plugin/<name>, where <name> is the name of the plugin that you’ve installed.
         This works for all site plugins, but what about code plugins? Other than seeing the name of the plugin in the loaded [myplugin] log message when starting Elasticsearch, how you access a code plugin will differ depending on what the plugin is doing.
         A plugin that adds different analyzers for Elasticsearch will be used by specifying the new analyzer name in the mapping;
         a plugin that adds a new type of query will be accessed through the regular query DSL. These plugins may also require configuration
         via values added to the elasticsearch.yml file. Check the documentation for the plugin you’re installing to see how it should
         be correctly configured.
      

      
      
      
      B.4. Telling Elasticsearch to require certain plugins
      

      
      When deploying Elasticsearch, it can be helpful to require certain plugins to be installed. This means that Elasticsearch
         will refuse to start until these plugins are installed and detected. This is accomplished by using the plugin.mandatory setting. For example, to require that the elasticsearch-head and ICU analysis plugins are both installed, you’d add this line to elasticsearch.yml:
      

      
      plugin.mandatory: analysis-icu,head

      
      If you then try to start Elasticsearch without these plugins installed, you’ll see that Elasticsearch at first refuses to
         start. But it starts once the plugins have been installed, as shown in the next listing.
      

      
      Listing B.6. Making plugins mandatory for the Elasticsearch service
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      B.5. Removing or updating plugins
      

      
      If you decide you no longer want to have a plugin installed, you can remove the plugin using bin/plugin -r or bin/plugin --remove followed by the name of the plugin. For example, to remove the elasticsearch-analysis-icu plugin you installed in the earlier section, you’d use the code shown in the following listing.
      

      
      
      

      
      
      Listing B.7. Removing the analysis-icu plugin
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      Updating plugins uses this same functionality, but there’s no upgrade option on the plugin tool. Instead, to update a plugin
         you must remove the old version and then install the version you want. To upgrade the elasticsearch-head plugin, you’d run bin/plugin --remove head followed by bin/plugin --install mobz/elasticsearch-head.
      

      
      As you can see, managing plugins is easy with Elasticsearch’s included plugin script. For a list of helpful plugins managed
         by both Elastic and the community, check out the following URL: www.elastic.co/guide/en/elasticsearch/reference/current/modules-plugins.html#known-plugins.
      

      
      
      
Appendix C. Highlighting
      

      
      
      
      Highlighting indicates why a document results from a query by emphasizing matching terms, giving the user an idea of what the document
         is about, and also showing its relationship to the query, as shown in figure C.1.
      

      
      
      
      Figure C.1. Highlighting shows why a document matched a query.
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      Although figure C.1 is taken from DuckDuckGo, Elasticsearch offers highlighting functionality, too. For example, you can search for “elasticsearch”
         in get-together event titles and make that word stand out like this:
      

      
      "title" : [ "Introduction to <em>Elasticsearch</em>" ],

      
      To get such highlighting, you’ll need three things, and we’ll discuss them in detail in this appendix:

      
      

      
         
         	A highlight part of your search request, which will go on the same level as query and aggregations
            
         

         
         	A list of fields you want to be highlighted, like the event name or its description
            
         

         
         	Highlighted fields included in _source or stored individually
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      
      All fields are included in _source by default but aren’t stored individually. You can find more information about _source and stored fields in chapter 3, section 3.4.1.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      After you do the basic highlighting, you might want to turn some knobs. In this appendix, we’ll also discuss the most important
         highlighting options:
      

      
      

      
         
         	What to match— You can decide, for example, to show a snippet of a field, even if there are no terms to highlight in there, to show the same
            fields for all documents. Or you might want to use a different query for highlighting than the one you use for searching.
            
         

         
         	How fragments should look— With large fields, you typically don’t get back all their contents with highlighted terms; you just get one or more fragments
            of text around those terms. You can configure how many fragments to allow, which order they should be shown, and how big they
            should be in.
            
         

         
         	How to highlight— You can change the default <em> and </em> tags to something else. If you stick to HTML tags, you can have Elasticsearch encode the whole fragments in HTML (for example,
            by escaping ampersand (&) characters) so you can render those fragments correctly in your application.
            
         

         
      

      
      We’ll also discuss different highlighting implementations. The default implementation is called plain and relies on re-analyzing the text from stored fields in order to highlight relevant terms. This process might become too
         expensive for big fields, like the contents of a blog post. Alternatively, you can use the Postings Highlighter or the Fast
         Vector Highlighter. Both require you to change the mapping to make Elasticsearch store additional data: term offsets for the
         Postings Highlighter and term vectors for the Fast Vector Highlighter. Both changes will increase your index size and use
         more computing power while indexing.
      

      
      Each highlighting implementation comes with its own set of features, and we’ll talk about them later in this appendix. But
         first, let’s deal with the basics of highlighting.
      

      
      
      C.1. Highlighting basics
      

      
      To start, you’ll recreate the highlighting snippet from the introduction. In listing C.1, you’ll run a search on the get-together events for the term “elasticsearch” in the name and will highlight this term in
         the title and the description fields.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      For the listing to work, you need to download the code samples for this book by cloning the Git repository from https://github.com/dakrone/elasticsearch-in-action and running populate.sh to index the sample data.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Listing C.1. Highlighting terms in two fields
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      Highlighting works here because, by default, the title and description fields are included in _source. If they had been stored individually (by setting store to true in the mapping of that field), Elasticsearch would have extracted the contents from the stored field instead of retrieving
         it from _source.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      Storing a field and not going through _source can be faster if you’re highlighting a single field. If you’re highlighting multiple fields, using _source is typically faster because all fields are fetched in the same trip to the disk. You can force using _source even for stored fields by setting force_source to true in your highlighting request. For most use cases, it’s best to stick with the default of using _source alone—both in the mapping and for highlighting.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Depending on your use case, the results from listing C.1 might not be what you need. Let’s look at two of the most common problems and how you can fix them.
      

      
      
      C.1.1. What should be passed on to the user
      

      
      Results from listing C.1 contain the _source field, plus the title and/or description fields if there’s something to highlight in them. Assuming you want to return the title and description fields to the user, you’ll have to implement something like this in your application:
      

      
      

      
         
         	Check if the field (title or description, in this case) is highlighted.
            
         

         
         	If it is, show the highlighted fragment. If it’s not, take the original field content from _source.
            
         

         
      

      
      A more elegant solution is to have the highlighter return fragments of both the title and the description fields, regardless of whether there’s something to highlight in there or not. You’ll do that in listing C.2 by setting no_match_size to the number of characters you want the fragment to have, if the field doesn’t match. The default is 0, which is why fields that don’t match don’t appear at all.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Configuring the fragment size is useful when you can’t control how large fields are. If you take an event description from
         _source and it fills one page, for example, it will ruin the UI. We’ll discuss more about fragment sizes and other fragment options
         in section C.2.1.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      With the highlighter returning all fields you need, the _source field from the results becomes redundant, so you can skip returning it by setting _source to false in your search request, as shown in the next listing.
      

      
      Listing C.2. Forcing the highlighter to return the needed fields with no_match_size

      [image: ]
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      Highlighting the same fields regardless of whether they match or not is a common use case. Next we’ll look at a different
         (though still common) use case.
      

      
      
      
      C.1.2. Too many fields contain highlighted terms
      

      
      If you pass on the highlighted results of listing C.2 to users, they might get confused by getting elasticsearch descriptions highlighted anyway because they searched only in the title field. To highlight only fields matching the query, you can set require_field_match to true, as in the following listing. Now if the query matches the title field, only the title field gets its terms highlighted.
      

      
      
      
      Listing C.3. Highlighting only fields matching the query
      

      
      [image: ]

      
      
      Another method to get to the same result is to figure out that the search goes to the title field and add only title in the list of highlighted fields. This might work, but sometimes you don’t have control over which fields are searched on.
         For example, if you’re using the query_string query that we discussed in chapter 4, someone could introduce description:elasticsearch, even if the default searched field is something else.
      

      
      require_field_match and no_match_size are just two of the available highlighting options. There are many more you may find useful, and we’ll discuss them in the
         next sections.
      

      
      
      
      
      C.2. Highlighting options
      

      
      Besides choosing which fields to work with, you can configure highlighting with other options, like these:

      
      

      
         
         	Adjusting the size of highlighted fragments and their number
            
         

         
         	Changing highlighting tags and encoding
            
         

         
         	Specifying a different query for highlighting, instead of the main query
            
         

         
      

      
      We’ll discuss all of these next.

      
      
      C.2.1. Size, order, and number of fragments
      

      
      Highlighting elasticsearch in an event’s description field will show only a fragment of about 100 characters around the highlighted terms. As you might have noticed from listings C.1 and C.2, this doesn’t always contain the whole field, so the context could be too large or too small:
      

      
              "description" : [ "can meet and greet and I will present on some
[image: ] <em>Elasticsearch</em> basics and how we use it." ]

      
      We say about 100 characters because Elasticsearch tries to make sure that words aren’t truncated.
      

      
      
      Fragment size
      

      
      Naturally, there’s a fragment_size option to change the default fragment size. Setting it to 0 will show the entire field content, which works nicely for short fields like names.
      

      
      You can set fragment size globally for all fields and individually for each field. Individual settings override global settings,
         as shown in the next listing, where you’ll search for “Elasticsearch,” “Logstash,” and “Kibana” in the description field.
      

      
      Listing C.4. Field-specific fragment_size setting overrides the global setting
      

      [image: ]
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      You can see from this listing that if the fragment size is small enough and there are enough occurrences of the term, multiple
         fragments are generated.
      

      
      
      
      Order of fragments
      

      
      By default, fragments are returned in the order in which they appear in the text, as you saw in listing C.4. This works well for short texts, where the natural order of fragments gives a better overview of the whole content. For
         example, the description fragments you got back in listing C.4 do a good job of showing the description.
      

      
      For large documents, such as books, the natural order doesn’t work so well because fragments can be far apart, so the user
         won’t see any link. For example, if you searched for “elasticsearch parent child” in this book, the top two fragments might
         look like this:
      

      
      "we will discuss how Elasticsearch works and"
"the child aggregation works on buckets generated by"

      
      Not terribly relevant, assuming you were looking for parent-child relationships in Elasticsearch. Even though the book itself
         is relevant because it discusses the topic, it would have been nicer to show a fragment that appears later in the book:
      

      
      "parent-child relationships work with different Elasticsearch documents"

      
      When you’re highlighting large fields, it makes sense to arrange fragments in the order of their relevance to the query because
         users are likely to be interested in seeing those relevant parts in order, so they can decide if the result is what they expected.
      

      
      The highlighter calculates a TF-IDF score for each fragment, much as it calculates scores for documents within the index.
         To order fragments by this score, you have to set order to score in the highlight part of the request. As is done with fragment sizes, you can set the order individually and/or globally. For example, the
         following highlight section will change the order of fragments for the “elasticsearch logstash kibana” query you ran in listing C.4:
      

      
      "highlight": {
  "fields": {
    "description": {
       "fragment_size": 40,
       "order": "score"      }
  }
}

      
      You can see that the fragment matching more terms appears first because it has a higher score:

      
      "description" : [ "logging with <em>Logstash</em> as well as
[image: ] <em>Kibana</em>!", "dive for what <em>Elasticsearch</em> is and how it" ]

      
      
      
      Number of fragments
      

      
      With big documents such as books, it makes sense to show only one large, relevant fragment. Multiple small fragments work
         better for describing smaller fields, like the event descriptions you’ve worked with so far. You can adjust the number of
         fragments by setting number_of_fragments (shocker!), which defaults to 5:
      

      
      "highlight": {
  "fields": {
    "description": {
       "number_of_fragments": 1
    }
  }
}

      
      For really small fields, such as names or short descriptions, you can set number_of_fragments to 0. This will skip using fragments altogether and return the whole field as a single fragment, ignoring the value of fragment_size.
      

      
      With the size, order, and number of fragments figured out, let’s move on to configuring how those fragments are returned.

      
      
      
      
      C.2.2. Highlighting tags and fragment encoding
      

      
      You can change the <em> and </em> tags that are used by default through the pre_tags and post_tags options. In the following listing, you’ll use <b> and </b> instead.
      

      
      
      
      
      Listing C.5. Custom highlighting tags
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      If your custom tags are HTML like the default ones, you probably want to render the fragments in HTML to show them in some
         user interface. Here you might encounter a problem: by default, Elasticsearch returns fragments without any encoding, so they
         won’t render properly if there are special characters, such as the ampersand (&). For example, a fragment that’s highlighted as <em>select</em>&copy would appear as shown in figure C.2, because the &copy sequence is interpreted as the copyright character.
      

      
      
      
      Figure C.2. The lack of fragment encoding can make the browser interpret HTML incorrectly.
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      The ampersand needs to be escaped as &amp;. You can do that by setting encoder to html:
      

      
      "highlight": {
  "encoder": "html",
  "fields": {
    "title": {}
  }
}

      
      The HTML encoder will make the text render properly, as shown in figure C.3.
      

      
      
      
      Figure C.3. Using the HTML encoder avoids parsing mistakes.
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      Now that we’ve gone through customizing the contents of fragments, let’s take a step back and look at the query that generated
         the highlighted fragments in the first place. By default, terms from the main query are used, but you can define a custom
         query.
      

      
      
      
      
      C.2.3. Highlight query
      

      
      Using the main query for highlighting works for most use cases, but there are some that require special care—for example,
         if you use rescore queries.
      

      
      You first met rescoring in chapter 6 when we discussed relevancy, because rescoring allows you to improve the ranking of results by running alternative—often
         expensive—queries only on the top N of the overall result set. Elasticsearch then combines the original score with the score from the rescore queries to get
         the final ranking. The problem: rescore queries don’t apply to highlighting.
      

      
      This is where custom highlight queries become useful—for example, if the main query is looking for groups with elasticsearch or simply search in their name, and you also want to boost the presence of tags that end with search, like enterprise search. A wildcard query for *search is expensive, as you saw in chapter 10, section 10.4.1, so you can put this criterion in a rescore query that runs on only the top 200 documents.
      

      
      In the listing that follows, you’ll see how you can put elasticsearch and search names plus *search tags in the highlight query to highlight all the terms involved in the search. You can see that wildcards are expanded and
         highlight matching tags like enterprise search.
      

      
      Listing C.6. Highlight query contains terms from the main and the rescore query
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      Now let’s take a deeper look at how highlighting works under the hood. This will allow you to choose the implementation that
         works best for your use case.
      

      
      
      
      
      
      C.3. Highlighter implementations
      

      
      So far we’ve assumed that you’re using the default highlighter implementation called Plain. The Plain Highlighter works by
         re-analyzing the text from each field to identify terms to highlight and where those terms are located in the text. This is
         good for most use cases and only requires highlighted fields to be stored, either independently or in the _source field. Because it has to analyze the text again, the Plain Highlighter can be slow for large fields; for example, when you
         index books or blog post contents.
      

      
      For such use cases, two other implementations come in handy:

      
      

      
         
         	Postings Highlighter
            
         

         
         	Fast Vector Highlighter
            
         

         
      

      
      Both are faster than the Plain Highlighter on large fields, but both require additional data to be stored in the index—data
         on which their speed is based. Both also come up with their unique features, which will be discussed next.
      

      
      If it’s not obvious which one is best for you, we suggest starting with the Plain Highlighter and moving on to the Postings
         Highlighter for fields where the Plain Highlighter proves to be too slow, because the Postings Highlighter adds little overhead
         in terms of index size and also works well if fields are smaller. If the Postings Highlighter doesn’t give you the needed
         functionality, try the Fast Vector Highlighter.
      

      
      
      C.3.1. Postings Highlighter
      

      
      The Postings Highlighter requires you to set index_options to offsets for highlighted fields, which will store each term’s location (position and offset) in the index. As you can see in listing C.7, offsets indicate the exact position of a certain term in the text, and with this information, the Postings Highlighter is
         able to identify which terms to highlight without having to re-analyze the text.
      

      
      In this listing you’ll use the Analyze API, which you first encountered in chapter 5 on analysis.
      

      
      
      

      
      
      Listing C.7. Analyze API showing offsets
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      When analyzing the text, Elasticsearch is able to extract each term’s offsets in order to store its exact location. With offsets
         stored, Elasticsearch doesn’t have to analyze the text again during highlighting in order to locate each term. Adding term
         offsets to the index is a typical tradeoff where you allow slower indexing and a bigger index in order to get better query
         latency. You saw many such performance tradeoffs in chapter 10.
      

      
      When you set index_options to offsets, the Postings Highlighter is used automatically. For example, in the next listing you’ll enable offsets for the content field of a new index, add two documents, and highlight them.
      

      
      Listing C.8. Using the Postings Highlighter
      

      [image: ]

      [image: ]

      
      You can see from this listing that the highlighted samples are sentences, whether large or small. The Postings Highlighter
         will ignore the fragment_size option if you set it; fragments will always be sentences unless you set number_of_fragments to 0, in which case the whole field is treated as one fragment.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If you want to set the highlighter implementation manually, you can do so by setting type to plain (for the Plain Highlighter), postings (for the Postings Highlighter), or fvh (for the Fast Vector Highlighter). This can be done globally or per field and is useful if you change your mind about the
         implementation and you don’t want to re-index. For example, you index offsets but don’t like the sentence-as-fragment approach
         of the Postings Highlighter, so you need a way to get back to using the Plain Highlighter.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Internally, the Postings Highlighter breaks the field into sentences (which then become fragments) and treats those sentences
         as separate documents, scoring them by using BM25 similarity. As we discussed in chapter 6, BM25 is a TF-IDF–based similarity that works well for short fields, like your sentences are supposed to be.
      

      
      Because of the way it creates and scores fragments, the Postings Highlighter works well when you’re indexing natural language,
         such as books or blogs. It might not work so well when you’re indexing code, for example, because the concept of a sentence
         often doesn’t work, and you can end up with the entire field as a single fragment and no options to reduce the fragment size.
      

      
      Another downside of the Postings Highlighter is that, at least in version 1.4, it doesn’t work well with phrase queries because
         it only accounts for individual terms. For example, in the next listing you’ll look for the phrase "Elasticsearch intro" by using a match_phrase query.
      

      
      Listing C.9. Postings Highlighter matches all the terms and discounts phrases
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      You get individual terms highlighted even if they don’t belong to the phrase, which doesn’t happen with the Plain Highlighter.
         On the upside, although indexing offsets increase your index size and slow down indexing a bit, the overhead is lower than
         what you get when adding term vectors, which are needed by the Fast Vector Highlighter.
      

      
      
      
      
      C.3.2. Fast Vector Highlighter
      

      
      To enable the Fast Vector Highlighter for a field, you have to set term_vector to with_positions_offsets in the mapping. This will allow Elasticsearch to identify terms as well as their location in the text without re-analyzing
         the field content. For large fields—for example, those over 1 MB—the Fast Vector Highlighter is faster than the Plain Highlighter.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         What are term vectors?
         
         Term vectors are a way to represent documents by using terms as dimensions. For example, the following diagram represents a document with
            the Elasticsearch and Logstash terms and another document containing only Elasticsearch.
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         Metadata, vectors, and rankings
         
         You can also represent a query as another vector and rank documents based on the distance between the query vector and each
            document’s vector. Another application is to add other metadata to each document—for example, the field’s total size—that
            will influence ranking. For more information about term vectors and their use, go to https://en.wikipedia.org/wiki/Vector_space_model.
         

         
         For highlighting, this metadata has to be the list of positions and offsets for each term. This is why the Fast Vector Highlighter
            needs the with_positions_offsets setting. Alternative settings are no (default), yes, with_positions, and with_offsets.
         

         
         Compared to the Postings Highlighter, the Fast Vector Highlighter takes up more space and requires more computation during
            indexing, because both need positions and offsets, but only the Fast Vector Highlighter has to compute the term vectors themselves,
            which are disabled by default.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      When term_vector is set to with_positions_offsets for a field, Elasticsearch automatically uses the Fast Vector Highlighter for that field. For example, the get-together event and group descriptions from the code samples use this highlighter by default. Here’s a relevant snippet from the mapping:
      

      
      "group" : {
  "properties" : {
    "description" : {
      "type" : "string",
      "term_vector": "with_positions_offsets"

      
      Compared to the Postings Highlighter, this offers better phrase highlighting. Instead of highlighting every matching term,
         the Fast Vector Highlighter highlights only terms belonging to the phrase—as the Plain Highlighter did in listing C.9.
      

      
      The Fast Vector Highlighter also comes with unique functionality:

      
      

      
         
         	It works nicely with multi-fields, because it’s able to combine matches from multi-fields into the same set of fragments,
            
         

         
         	If there are multiple words to highlight, you can highlight them with different tags.
            
         

         
         	You can configure how the boundaries of a fragment are selected.
            
         

         
      

      
      Let’s take a deeper look at each of these features.

      
      
      Highlighting multi-fields
      

      
      You met multi-fields in chapter 3, section 3.3.2, as a way to index the same text in multiple ways. Multi-fields are a great way to refine your searches, but highlighting
         them properly may be tricky if variations of the same field produce different matches. Take the following listing, for example,
         where the description field is analyzed in two ways: the default is the english analyzer, which uses stemming to match search with searching. The suffix subfield uses a custom analyzer that makes use of Edge ngrams to match words with common suffixes, such as elasticsearch and search. When you do a multi_match query on both of them, the Plain Highlighter can match only one field at a time.
      

      
      Listing C.10. Plain Highlighter doesn’t work well with multi-fields
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      Here’s where the Fast Vector Highlighter comes to the rescue because it can combine both multi-fields into one and highlight
         all the matches. It only requires term_vector to be set to with_positions_offsets on all the fields you need to highlight (which is the requirement for the Fast Vector Highlighter to work in the first place).
         You already added this in this listing. To combine multiple subfields into one, you have to indicate which subfields you want
         to highlight with the matched_fields option:
      

      
      "highlight": {
  "fields": {
    "description": {
      "matched_fields": ["description","description.suffix"]
    }
  }
}

      
      With the document and the query from listing C.10, you’ll have the highlighting that you’d expect:
      

      
      "highlight": {
  "description": ["<em>elasticsearch</em> is about <em>searching</em>"]

      
      
      
      Using different tags for different fragments
      

      
      To bold the first highlighted word and italicize the second, you can specify an array of tags:
      

      
      "highlight": {
  "fields": {
    "description": {
      "pre_tags": ["<b>", "<em>"],
      "post_tags": ["</b>", "</em>"]

      
      If there are more than two words to highlight, the Fast Vector Highlighter starts over: bold the third, italicize the fourth,
         and so on. If you have many words to highlight, you might want to keep track of their number. You can do that by setting tags_schema to styled, like in this query:
      

      
      "query": {
  "match": {
    "description": "elasticsearch logstash kibana"
  }
},
"highlight": {
  "tags_schema": "styled",
  "fields": {
    "description": {}

      
      If you run it on the documents from the code samples, you’ll get the first hit highlighted like this:

      
                  "highlight": {
               "description": [
                  "for what <em class=\"hlt1\">Elasticsearch</em> is and how
[image: ] it can be used for logging with <em class=\"hlt2\">Logstash</em> as well
[image: ] as <em class=\"hlt3\">Kibana</em>!"

      
      This allows you to take the class name (hltX) and figure out which words matched first, second, and so on.
      

      
      
      
      
      Configuring boundary characters
      

      
      Recall from section C.2.1 that we said fragment_size is approximate because Elasticsearch tries to make sure words aren’t truncated. If you thought then that the explanation
         is a bit vague, it’s because the behavior depends on the highlighter implementation.
      

      
      With the Postings Highlighter, fragment size is irrelevant because it breaks the text down into sentences. The Plain Highlighter
         adds terms around the highlighted term until it gets close to the fragment size, which means the boundary is always a term.
         As you’ve seen in the listings of this chapter, this works well for natural language, but it might become problematic in other
         use cases where the word and term concepts don’t overlap. For example, if you’re indexing code, you may have variable definitions
         like this:
      

      
      variable_with_a_very_very_very_very_long_name = 1

      
      To search this kind of text effectively, you’ll need an analyzer that can break this long variable and allow you to search
         for terms within it.
      

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      You can do this with the Pattern Tokenizer, where you specify a pattern that includes underscores—for example, (\\ |_)—which will tokenize on spaces and underscores. In chapter 5 you’ll find more information about analyzers and tokenizers.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      If the analyzer will break the variable into tokens, the Plain Highlighter will break it, too, even if you don’t want it to.
         For example, a search for long with a fragment size of 20 would give you this:
      

      
      _very_very_very_very_<em>long</em>_name = 1

      
      The Fast Vector Highlighter works differently because words aren’t the same as terms. Words are strings delimited by the following
         characters: .,!? \t\n. You can change the list through the boundary_chars option. When it builds fragments, it seeks those characters for boundary_max_scan characters (defaults to 20) from the limits that are normally set by fragment_size. If it doesn’t find such boundary characters while scanning, the fragment is truncated. By default, the Fast Vector Highlighter
         will truncate the code sample while highlighting long:
      

      
      ry_very_<em>long</em>_name = 1

      
      You can fix this by changing the defaults in two ways. One is to add the underscore to the list of boundary characters. This
         will still truncate the variable but in a more predictable way:
      

      
        "highlight": {
    "fields": {
      "description": {

        "fragment_size": 20,
        "boundary_chars": ".,!? \t\n_"
# will yield
very_very_<em>long</em>_name = 1

      
      The other option is to leave boundary_chars set to the default and extend boundary_ max_scan instead, which will increase the chances of having the whole variable included in the fragment, even if it implies a higher
         fragment size for this particular fragment:
      

      
      variable_with_a_very_very_very_very_<em>long</em>_name = 1

      
      Issues with fragment boundaries are typically visible when you need small fragments. For bigger chunks, inaccurate boundaries
         are less likely to be visible to users because their attention tends to focus on the highlighted bits and the words around
         them, not on the fragment as a whole. Another parameter to configure for the Fast Vector Highlighter is the fragment_offset. With this parameter you can control the margin to start the highlighting from.
      

      
      
      
      Limiting the number of matches for the Fast Vector Highlighter
      

      
      The final configuration option we discuss is the phrase_limit parameter. If the Fast Vector Highlighter matches many phrases, it could consume a lot of memory. By default, only the 256
         first matches are used. You can change this amount using the phrase_limit parameter.
      

      
      
      
      
      
Appendix D. Elasticsearch monitoring plugins
      

      
      
      
      The Elasticsearch community offers a wide array of monitoring plugins that make it easier to manage cluster state and indices
         and to perform queries via attractive user interfaces. Many of these plugins are available freely and are in active development
         thanks to well-documented plugin and REST APIs and the ever-vibrant Elasticsearch community.
      

      
      In this section, we’ll cover a few of the most popular plugins available:

      
      

      
         
         	Bigdesk
            
         

         
         	ElasticHQ
            
         

         
         	Head
            
         

         
         	Kopf
            
         

         
         	Elasticsearch Marvel
            
         

         
      

      
      Each of these plugins is well documented and actively supported by either the open-source community or, in the case of Elasticsearch
         Marvel or Sematext SPM, Elastic, Inc. and Sematext, Inc., respectively. Often the question of which monitoring or management
         interface to choose is a personal one. If it’s commercial support you’re looking for, the decision is a binary one. Both Marvel
         and Sematext, in this regard, are affordable and actively maintained/backed by proven companies. Sematext has the additional
         benefit of offering more than Elasticsearch monitoring, but unless you’re looking for sitewide monitoring of your infrastructure,
         the choice becomes clearer. Bigdesk, ElasticHQ, Head, and Kopf share many similarities in functionality, making your decision
         a bit trickier. Because this batch of solutions is either hosted or installable within minutes, it has been our experience that most users simply try each until they find the
         one that’s best for them. Sometimes it all comes down to the ease of use of the user interface.
      

      
      
      D.1. Bigdesk: visualize your cluster
      

      
      Bigdesk, shown in figure D.1, is the creation of Lukáš Vlček and has provided a solid monitoring plugin user interface since version 0.17.0 of Elasticsearch.
         Bigdesk offers live charts and statistics, allowing you to visualize changes occurring across your cluster in real time.
      

      
      
      
      Figure D.1. Website: http://bigdesk.org/ License: Apache License v2.0
      

      
      [image: ]

      
      
      One of the most desirable features of Bigdesk, and a rarity among most of the available plugins, is the ability to visualize
         your cluster topography. The cluster you built using the get-together application in the book is shown in figure D.2.
      

      
      
      
      Figure D.2. Bigdesk makes visualizing the get-together cluster easy.
      

      
      [image: ]

      
      
      This feature is rather fine-grained in that it allows you to see nodes, shards, and indices deployed across your cluster in
         great detail.
      

      
      Because Bigdesk communicates via the Elasticsearch REST API, you can use it in three ways:

      
      

      
         
         	As a server-side installed plugin
            
         

         
         	From the Bigdesk.org website: http://bigdesk.org
            
         

         
         	Downloaded and installed locally
            
         

         
      

      
      
      
      
      D.2. ElasticHQ: monitoring with management
      

      
      ElasticHQ offers a real-time analytics display for monitoring; the ability to create, edit, and delete aliases, mappings,
         and indices for management; and a query interface for easy searching on Elasticsearch clusters. This is a recent trend, in
         that many of the monitoring plugins are now branching out into management and query interfaces for testing and maintenance.
         Figure D.3 shows the main index-management screen for ElasticHQ, which allows users to modify their indices in real time via an easy-to-use
         interface.
      

      
      
      
      Figure D.3. Website: www.elastichq.org/ License: Apache License v2.0
      

      
      [image: ]

      
      
      More than just a real-time monitoring plugin, it allows the creation of indices and mappings, and it includes a query interface
         and a REST UI that allows you to tinker with the Elasticsearch endpoint requests.
      

      
      By far, the most useful feature of this plugin is its ability to diagnose your cluster, applying rules that can alert you
         to the source of problems within your cluster. These diagnostic rules measure the values of process, operating-system, and
         UI variables in Elasticsearch and trigger warnings and alerts if they exceed a certain threshold, as shown in figure D.4.
      

      
      
      
      Figure D.4. Node diagnostics screen
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      Because ElasticHQ communicates via the Elasticsearch REST API, it can be used in three ways:

      
      

      
         
         	As a server-side installed plugin
            
         

         
         	From the ElasticHQ.org website: www.elastichq.org
            
         

         
         	Downloaded and installed locally
            
         

         
      

      
      
      
      
      D.3. Head: advanced query building
      

      
      The Head plugin was one of the first on the scene. Even though it’s been around the longest and its user interface hasn’t
         changed much, it’s still in active development, adding new features and supporting newer versions of Elasticsearch.
      

      
      Head has an easy-to-use interface (shown in figure D.5) and features a powerful query-builder tool that allows you to create complex queries without the need for cURL or manually
         crafting them in a command-line REST tool.
      

      
      
      
      Figure D.5. Website: https://github.com/mobz/elasticsearch-head License: Apache License v2.0
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      Head can be run in two ways:

      
      

      
         
         	As a server-side installed plugin
            
         

         
         	Downloaded and installed locally: https://github.com/mobz/elasticsearch-head
            
         

         
      

      
      
      
      
      D.4. Kopf: snapshots, warmers, and percolators
      

      
      Kopf, a German word that translates to “head” in English, is a relative newcomer on the scene, offering a complete administrative
         interface to Elasticsearch via an easy-to-use and attractive UI, shown in figure D.6.
      

      
      
      
      Figure D.6. Website: https://github.com/lmenezes/elasticsearch-kopf License: MIT
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      Kopf contains many features that some of the other plugins listed here do not, such as access to the snapshots, percolator,
         and warmer APIs. Both the percolator and warmer user interfaces come in handy for users wanting to use these features without
         having to learn all of the API commands. Kopf even includes a REST user interface for those who want tighter control over
         their administrative interactions with their Elasticsearch instance, allowing users to execute formatter JSON requests to
         a running cluster.
      

      
      Kopf can be run in the following ways:

      
      

      
         
         	As a server-side plugin
            
         

         
         	Online at http://lmenezes.com/elasticsearch-kopf/
            
         

         
         	Downloaded and installed locally
            
         

         
      

      
      
      
      
      D.5. Marvel: fine-grained analysis
      

      
      Elasticsearch Marvel is a commercial monitoring solution offered by Elasticsearch. It’s a visually appealing user interface
         (shown in figure D.7), allowing for deep insight into your running cluster, such as drill-down views of OS, JVM, search, and index request performance.
      

      
      
      
      Figure D.7. Website: www.elastics.co/overview/marvel/ License: Commercial
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      As a server-side installed plugin, Marvel has the advantage of providing historical data analysis, as well as real-time performance
         information on cache sizes, memory details, and thread pools.
      

      
      As far as REST API interfaces go, Marvel contains the most powerful set of features with advanced functionality, such as context-sensitive
         suggestions and autocompletion of terms and endpoints (figure D.8).
      

      
      
      
      Figure D.8. Autocompletion of REST calls
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      At the time of this writing, Marvel is available free for development use. A production install of Marvel begins at $1000/year
         for the first five nodes. Elasticsearch Marvel is available only as a server-side installation because of its ability to store
         and analyze historic data. The manner of installation differs from the previously mentioned plugins; Marvel must be installed
         directly on the server and accessed via a web browser.
      

      
      
      
      D.6. Sematext SPM: the Swiss Army knife
      

      
      Sematext has long been known as a provider of cloud-hosted centralized log management. In recent years, its product portfolio
         has expanded into the world of real-time performance monitoring for distributed systems, including Elasticsearch. Sematext
         SPM, shown in figure D.9, offers performance monitoring, querying capabilities, alerting, and anomaly detection in a cloud or on-premise offering.
      

      
      
      
      Figure D.9. Website: www.sematext.com License: Commercial
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      SPM goes a step beyond the solutions mentioned previously by offering a rich set of alerts and notification settings for Elasticsearch
         and across other infrastructure you may have deployed, such as Apache Kafka, NGINX, Hadoop, MySQL, and others. Alerts can
         be email-based, and they can post the alert data to another web service or even integrate with other monitoring or collaboration
         applications, such as Atlassian HipChat or Nagios.
      

      
      Still, what appeals to us most about SPM is the all-in-one performance monitoring dashboard idea, allowing users to see the
         big picture across every piece of their deployed architecture or simply drill down into the real-time metrics being gathered
         on their Elasticsearch cluster (see figure D.10). That being said, SPM isn’t free like some of the other options we discussed, but the pricing is variable depending on usage
         (cpu/hour) and can be found here: http://sematext.com/spm/index.html.
      

      
      
      
      Figure D.10. Alerts and notifications configuration
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      Sematext SPM is available in the following ways:

      
      

      
         
         	On-premise installation
            
         

         
         	As-a-service online at www.sematext.com
            
         

         
      

      
      This appendix covered just a small sample of the existing Elasticsearch monitoring and management solutions available today.
         The current batch of available and community-supported monitoring plugins can be found at www.elastic.co/guide/en/elasticsearch/reference/current/modules-plugins.html#known-plugins.
      

      
      Although Elasticsearch offers a complete and thorough REST API, the ability to visualize live and historic data is well worth
         the few minutes needed to install any of the plugins discussed here.
      

      
      
      
Appendix E. Turning search upside down with the percolator
      

      
      
      
      The Elasticsearch percolator is typically defined as “search upside down” for the following reasons:
      

      
      

      
         
         	You index queries instead of documents. This registers the query in memory, so it can be quickly run later.
            
         

         
         	You send a document to Elasticsearch instead of a query. This is called percolating a document, basically indexing it into
            a small, in-memory index. Registered queries are run against the small index, so Elasticsearch finds out which queries match.
            
         

         
         	You get back a list of queries matching the document, instead of the other way around like a regular search.
            
         

         
      

      
      The typical use case for percolation is alerting. As shown in figure E.1, you can notify users when new documents (matching their interests) appear.
      

      
      
      
      Figure E.1. Typical use case: percolating a document enables the application to send alerts to users if their stored queries match the
         document.
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      As the figure shows, using the get-together site example we’ve used throughout the book, you could let members define their
         interests, and you’d save them as percolator queries. When a new event is added, you can percolate it against those queries.
         Whenever there are matches, you can send emails to the respective users to notify them of new events relevant to their interests.
      

      
      Next, we’ll describe how to implement those alerts using the percolator. After that, we’ll explain how it works under the
         hood, and then we’ll move on to performance and functionality tricks.
      

      
      
      
      E.1. Percolator basics
      

      
      There are three steps needed for percolation:

      
      

      
      
         1.  Make sure there’s a mapping in place for all the fields referenced by the registered queries.
         

      

      
      
         2.  Register the queries themselves.
         

      

      
      
         3.  Percolate documents.
         

      

      
      
      Figure E.2 shows these steps.
      

      
      
      
      Figure E.2. You need a mapping and some registered queries in order to percolate documents.
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      We’ll take a closer look at these three steps next, and then we’ll move on to how the percolator works and what its limitations
         are.
      

      
      
      
      E.1.1. Define a mapping, register queries, then percolate documents
      

      
      Assume you want to send alerts for any new events about the Elasticsearch percolator. Before registering queries, you need
         a mapping for all the fields you run queries on. In the case of our get-together example, you might already have mappings
         for groups and events if you ran populate.sh from the code samples. If you didn’t do that already, you can download the code
         samples from https://github.com/dakrone/elasticsearch-in-action so you can run populate.sh.
      

      
      With the data from the code samples in place, you can register a query looking for Elasticsearch Percolator in the title field. You already have the mapping for title in place because you ran populate.sh:
      

      
      % curl -XPUT 'localhost:9200/get-together/.percolator/1' -d '{
  "query": {
    "match": {
      "title": "elasticsearch percolator"
    }
  }
}'

      
      Note that the body of your request is the match query, but to register it, you have to send it through a PUT request as you would while adding a document. To let Elasticsearch know this isn’t your average document but a percolator
         query, you have to specify the .percolator type.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      As you might expect, you can add as many queries as you want, at any point in time. The percolator is real time, so a new
         query will account for percolation right after it’s added.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      With your mapping and queries in place, you can start percolating documents. To do that, you’ll hit the _percolate endpoint of the type where the document would go and put the contents of the document under the doc field:
      

      
      % curl 'localhost:9200/get-together/event/_percolate?pretty' -d '{
  "doc": {
    "title": "Discussion on Elasticsearch Percolator"
  }
}'

      
      You’ll get back a list of matching queries, identified by the index name and ID:

      
      "total" : 1,
"matches" : [ {
  "_index" : "get-together",
  "_id" : "1"
} ]

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      If you have lots of queries registered in the same index, you might want only the IDs to shorten the reply. To do that, add
         the percolate_format=ids parameter to the request URI.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Next, let’s look at how the percolator works and what kind of limitations you can expect.

      
      
      
      E.1.2. Percolator under the hood
      

      
      In the percolation you just did, Elasticsearch loaded the registered query and ran it against a tiny, in-memory index containing
         the document you percolated. If you had registered more queries, all of them would have been run on that tiny index.
      

      
      
      Registering queries
      

      
      It’s convenient that in Elasticsearch, queries are normally expressed in JSON, just as documents are; when you register a
         query, it’s stored in the .percolator type of the index you point it to. This is good for durability because those queries would be stored like any other documents.
         In addition to storing the query, Elasticsearch loads it in memory so it can be executed quickly.
      

      
      
         
            
         
         
            
               	
            

         
      

      Warning

      
      
      Because registered queries are parsed and kept in memory, you need to make sure you have enough heap on each node to hold
         those queries. As we’ll see in section E.2.2 of this appendix, one way to deal with large amounts of queries would be to use a separate index (or more indices) for percolation.
         This way you can scale out with percolation independent of the actual data.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Unregistering queries
      

      
      To unregister a query, you have to delete it from the index using the .percolator type and the ID of the query:
      

      
      % curl -XDELETE 'localhost:9200/get-together/.percolator/1'

      
      Because queries are also loaded in memory, deleting a query doesn’t always unregister the query. A delete-by-ID does remove
         the percolation query from the memory, but as of version 1.4, a delete-by-query request doesn’t unregister matching queries
         from memory. For that to happen, you’d need to reopen the index; for example:
      

      
      % curl -XDELETE 'localhost:9200/get-together/.percolator/_query?q=*:*'
# right now, any deleted queries are still in memory
% curl -XPOST 'localhost:9200/get-together/_close'
% curl -XPOST 'localhost:9200/get-together/_open'
# now they're unregistered from memory, too

      
      
      
      Percolating documents
      

      
      When you percolate a document, that document is first indexed in an in-memory index; then all registered queries are run against
         that index to see which ones match.
      

      
      Because you can only percolate one Elasticsearch document at a time, as of version 1.4 the parent-child queries you saw in
         chapter 8 don’t work with percolator because they imply multiple documents. Plus, you can always add new children to the same parent,
         so it’s difficult to keep all relevant data in the in-memory index.
      

      
      By contrast, nested queries work because nested documents are always indexed together in the same Elasticsearch document.
         You can see such an example in the following listing, where you’ll percolate events with attendee names as nested documents.
      

      
      Listing E.1. Using percolator with nested attendee names
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      As the number of queries grows, percolating a single document requires more CPU. That’s why it’s important to register cheap
         queries wherever possible; for example, by using ngrams instead of wildcards or regular expressions. You can look back at
         chapter 10 for performance tips, and section 10.4.1 describes the tradeoff between ngrams and wildcards.
      

      
      Percolation performance may be a concern for you, and in the next section we’ll show you percolator-specific tips depending
         on your use case.
      

      
      
      
      
      
      E.2. Performance tips
      

      
      For different percolator use cases, there are different things you can do to improve performance. In this section, we’ll look
         at the most important techniques and divide them into two categories:
      

      
      

      
         
         	Optimizations to the format of the request or the reply— You can percolate existing documents, percolate multiple documents in one request, and ask for only the number of matching
            queries, instead of the whole list of IDs.
            
         

         
         	Optimizations to the way you organize queries— As we mentioned earlier, you can use one or more separate indices to store registered queries. Here, you’ll apply this advice,
            and we’ll also look at how you can use routing and filtering to reduce the number of queries being run for each percolation.
            
         

         
      

      
      
      E.2.1. Options for requests and replies
      

      
      In some use cases, you can get away with fewer requests or less data going through the network. Here, we’ll look at three
         ways to achieve this:
      

      
      

      
         
         	Percolating existing documents
            
         

         
         	Using multi percolate, which is the bulk API of percolation
            
         

         
         	Counting the number of matching queries instead of getting the full list
            
         

         
      

      
      
      Percolating existing documents
      

      
      This works well if what you percolate is what you index, especially if documents are big. For example, if you index blogs,
         it might be slow to send every post twice over HTTP: once for indexing and once for alerting subscribers of posts matching
         their interests. In such cases, indexing a document and then percolating it by ID, instead of submitting it again, makes sense.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Percolating existing documents doesn’t work well for all use cases. For example, if social media posts have a geo point field,
         you can register geo queries matching each country’s area. This way, you can percolate each post to determine its country
         of origin and add this information to the post before indexing it. In such use cases, you need to percolate and then index;
         it doesn’t make sense to do it the other way around. The use case to determine the country of origin is described in the following
         blog post by Elastic: www.elastic.co/blog/using-percolator-geo-tagging/.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      In the next listing, you’ll register a query for groups matching elasticsearch. Then you’ll percolate the group with ID 2 (Elasticsearch Denver), which is already indexed, instead of sending its content
         all over again.
      

      
      
      
      Listing E.2. Percolating an existing group document
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      Multi percolate API
      

      
      Whether you percolate existing documents or not, you can do multiple percolations at once. This works well if you also index
         in bulks. For example, you can use the percolator for some automated tagging of blog posts by having one query for each tag.
         When a batch of posts arrives, you can do as shown in figure E.3:
      

      
      
      
      Figure E.3. Percolator for automated tagging. The multi percolate and bulk APIs reduce the number of requests. Before step 1, the percolation
         queries have been indexed. In step 1 you use the multi percolate API to find matching percolation queries. The application
         maps the IDs to the tags and adds them to the documents to index. In step 2 you use the bulk index API to index the documents.
      

      
      [image: ]

      
      
      

      
      
         1.  Percolate them all at once through the multi percolate API. Then, in your application, append matching tags. Be aware that
            the percolate API returns only the IDs of the matching queries. Your application has to map the IDs of the percolation queries
            to the tags, so it has to map 1 to elasticsearch, 2 to release, and 3 to book. Another approach would be to give the percolation queries the ID equal to the tag.
         

      

      
      
         2.  Finally, index all posts at once through the bulk API we introduced in chapter 10.
         

      

      
      
      Be aware that sending the document twice, once for percolation and once for indexing, does imply more network traffic. The
         advantage would be that you wouldn’t have to re-index the document if you added the tag using an update. That would be the
         alternative if you indexed the document first, did the percolation by ID, and used the multi update API to update the indexed
         documents.
      

      
      In the following listing you’ll apply what’s described in figure E.3.
      

      
      Listing E.3. Using the multi percolate and bulk APIs for automated tagging
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      Note how similar the multi percolate API is to the bulk API:
      

      
      

      
         
         	Every request takes two lines in the request body.
            
         

         
         	The first line shows the operation (percolate) and identification information (index, type, and for existing documents, the
            ID). Note that the bulk API uses underscores like _index and _type, but multi percolate doesn’t (index and type).
            
         

         
         	The second line contains metadata. You’d put the document in there under the doc field. When you’re percolating existing documents, the metadata JSON would be empty.
            
         

         
         	Finally, the body of the request is sent to the _mpercolate endpoint. As with the bulk API, this endpoint can contain the index and the type name, which can later be omitted from the
            body.
            
         

         
      

      
      
      
      Getting only the number of matching queries
      

      
      Besides the percolate action, the multi percolate API supports a count action, which will return the same reply as before with the total number of matching queries for each document, but you won’t
         get the matches array:
      

      
      echo '{"count" : {"index" : "blog", "type" : "posts"}}
{"doc": {"title": "New Elasticsearch Release"}}
{"count" : {"index" : "blog", "type" : "posts"}}
{"doc": {"title": "New Elasticsearch Book"}}
' > percolate_requests
curl 'localhost:9200/_mpercolate?pretty' --data-binary @percolate_requests

      
      Using count doesn’t make sense for the tagging use case, because you need to know which queries match, but this might not be the case
         everywhere. Let’s say you have an online shop and you want to add a new item. If you collect user queries and register them
         for percolation, you can percolate new items against those queries to predict how many users will find them while searching.
      

      
      In the get-together site example, you could get an idea of how many attendees to expect for an event before submitting it—assuming
         you can get each user’s availability and register time ranges as queries.
      

      
      You can, of course, get counts for individual percolations, not just multi percolations. Add /count to the _percolate endpoint:
      

      
      % curl 'localhost:9200/get-together/event/_percolate/count?pretty' -d '{
  "doc": {
    "title": "Discussion on Elasticsearch Percolator"
  }
}'

      
      Counting will help with performance the more queries match because Elasticsearch won’t have to load all their IDs in memory
         and send them over the network. But if you have many queries to begin with, you might want to look into keeping them in separate
         indices and make sure you run only the relevant ones. We’ll look at how you can do that next.
      

      
      
      
      
      E.2.2. Separating and filtering percolator queries
      

      
      If you’re registering lots of queries and/or percolating lots of documents, you’re probably looking for scaling and performance
         tips. Here we’ll discuss the most important ones:
      

      
      

      
         
         	Keep percolations in a separate index. This lets you scale them separately from the rest of your data, especially if you store these indices in a separate Elasticsearch
            cluster.
            
         

         
         	Reduce the number of queries run for each percolation. Strategies include routing and filtering.
            
         

         
      

      
      
      Using separate indices for percolator
      

      
      When you register queries in a separate index, the thing to keep in mind is to define a mapping for all the fields you want
         to query. In the get-together example, if you want percolator queries to run on the title field, you need to define it in the mapping. You can do this while creating the index, at which time you can also specify
         other index-specific settings, such as the number of shards:
      

      
      % curl -XPUT 'localhost:9200/attendance-percolate' -d '{
  "settings": {
    "number_of_shards": 4
  },
  "mappings": {
    "event": {
      "properties": {
        "title": {
          "type": "string"
        }
      }
    }
  }
}'

      
      Your new attendance-percolate index has four shards, compared to the existing get-together index with two. This means you
         can potentially run a single percolation on up to four nodes. Such an index can also be stored in a separate Elasticsearch
         cluster so that percolations don’t take CPU away from the queries you’d run on the get-together index.
      

      
      Once your separate index is set up with the mapping, you’d register queries and run percolations in the same way you did in
         section E.1.1:
      

      
      % curl -XPUT 'localhost:9200/attendance-percolate/.percolator/1' -d '{
  "query": {
    "match": {
      "title": "elasticsearch percolator"
    }
  }
}'
% curl 'localhost:9200/attendance-percolate/event/_percolate?pretty' -d '{
  "doc": {
    "title": "Discussion on Elasticsearch Percolator"
  }
}'

      
      Most of the scaling strategies you saw in chapter 9 apply to percolator as well. You can use multiple indices—for example, one per customer—to make sure you run only the queries
         that are relevant for each percolation. You can also use aliases to limit the customer in your query; that way you overcome
         the too-many-indices problem if each customer gets their own index.
      

      
      
      
      Using percolator with routing
      

      
      Percolator also supports routing, another scaling strategy discussed in chapter 9. Routing works well when you have many nodes as well as many users running many percolations. Routing lets you keep each
         user’s queries in a single shard, avoiding the excessive chatter between nodes shown in figure E.4.
      

      
      
      
      Figure E.4. A percolate request with routing reduces the number of queries and also hits fewer shards.
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      Note

      
      
      The main downside of routing is that shards might become imbalanced because queries won’t be distributed randomly as they
         are by default. If you have some users with more queries than others, their shards might become bigger and thus more difficult
         to scale. See chapter 9 for more information.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      To use routing, you’d register queries with a routing value:
      

      
      % curl -XPUT 'localhost:9200/\
attendance-percolate/.percolator/1?routing=radu' -d '{
  "query": {
    "match": {
      "title": "Elasticsearch Aggregations"
    }
  }
}'

      
      Then you’d percolate with routing by specifying the same value:

      
      % curl 'localhost:9200/\
attendance-percolate/event/_percolate?routing=radu&pretty' -d '{
  "doc": {
    "title": "Introduction to Aggregations"
  }
}'

      
      Or you’d percolate against all registered queries by omitting the routing value. Beware that you’ll lose the advantage of sending the queries to appropriate shards only:
      

      
      % curl 'localhost:9200/attendance-percolate/event/_percolate?pretty' -d '{
  "doc": {
    "title": "Introduction to Aggregations"
  }
}'

      
      
      
      Filtering registered queries
      

      
      Percolator performance depends directly on the number of queries being run, and filtering can help keeping this number at
         bay.
      

      
      Typically, you’d add some metadata next to the query and filter on it. The names for these fields can be chosen freely. Because
         these fields are metadata fields and not part of the documents to match, these fields aren’t added to the mapping. For example,
         you can tag queries for events:
      

      
      % curl -XPUT 'localhost:9200/\
attendance-percolate/.percolator/1' -d '{
  "query": {
    "match": {
      "title": "introduction to aggregations"
    }
  },
  "tags": ["elasticsearch"]
}

      
      Then, when percolating documents, add a filter for that tag to make sure only the relevant queries are being run:

      
      % curl 'localhost:9200/attendance-percolate/event/_percolate?pretty' -d '{
  "doc": {
    "title": "nesting aggregations"
  },
  "filter": {
    "term": {
      "tags": "elasticsearch"
    }
  }
}'

      
      Alternatively, you can filter on the query itself. This requires a mapping change because the query object isn’t indexed by default, as if the mapping for the .percolator type looked like this:
      

      
      ".percolator": {
  "properties": {
    "query": {
      "type": "object",
      "enabled": false
      }
  }
}

      
      
         
            
         
         
            
               	
            

         
      

      Tip

      
      
      You can find more information about objects and their options in chapter 7, section 7.1.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      In the next listing, you’ll change the mapping to enable the query object and then use the filter on the query string itself.
      

      
      Listing E.4. Filtering queries by their content
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      There are advantages and disadvantages to both methods. Metadata filtering works well when you have clear categories to filter
         on. On the other hand, filtering on the query text might work like a heuristic mechanism when metadata isn’t available or
         reliable.
      

      
      You may be wondering why you wrapped a query in a filter in listing F.4. It’s because you didn’t need the score when filtering registered queries for this use case. As you saw in chapter 4, filters are faster because they don’t calculate scores and are cacheable. But there are use cases where the score—or other
         features, such as highlighting or aggregations—turns out to be useful during percolation. We’ll discuss such use cases next.
      

      
      
      
      
      
      E.3. Functionality tricks
      

      
      Just as you can filter registered queries based on their metadata, you can query on this metadata and use the score to decide
         which query is more relevant. In this section, we’ll look at how this works and also at using aggregations to get better insights
         on matching queries.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Remember that for queries and aggregations, you’ll run them on the registered queries, not on the percolated documents. This
         means you’ll get ranking and statistics on the queries, not on the documents.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      If the logic of querying queries sounds a bit twisted, let’s start with another functionality trick: highlighting. This one
         is more straightforward because the highlighted text comes from the percolated document.
      

      
      
      E.3.1. Highlighting percolated documents
      

      
      Highlighting will let you know which words from the document you’re percolating matched the query. In appendix C we discussed the features of highlighting in the context of regular queries, but all of them work with the percolator, too.
      

      
      If you ran listing F.4, you can try a highlighted percolation by adding a highlight section to your percolate request. You should also specify a size value in order to place a limit on how many queries to highlight:
      

      
      % curl 'localhost:9200/smart-percolate/event/_percolate?pretty' -d '{
  "doc": {
    "title": "Nesting Elasticsearch Aggregations"
  },
  "highlight": {
    "fields": {
      "title": {}
    }
  },
  "size": 2
}'

      
      For each query, you’ll see the matching terms from the percolated document:

      
      "_index" : "smart-percolate",
"_id" : "1",
"highlight" : {
  "title" : [ "Nesting <em>Elasticsearch</em> <em>Aggregations</em>" ]
}

      
      Scoring, on the other hand, works “upside down,” just like the percolator itself: queries are scored, not the percolated documents.

      
      
      
      E.3.2. Ranking matching queries
      

      
      Let’s take the use case of contextual advertising. A user is looking at blog posts on your website, and you have some ads
         registered as queries. During page load, you can percolate the post against those queries to see which ads are appropriate
         for the displayed content. This allows you to show tech ads for tech posts, holiday ads for holiday posts, and so on. But
         you have limited ad space, so which ads are you going to show?
      

      
      How about sorting ads by some criterion, like the revenue you get for each ad? Then you can use a size value to get back only as many ads as you can display.
      

      
      To sort registered queries by the value of a field, you can use the function score query, which was introduced in chapter 6. In the following listing, you’ll use it to sort ads by the value of ad_price.
      

      
      
      

      Listing E.5. Sorting registered queries by a metadata value
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      Note that the function score query doesn’t do any filtering—although that’s possible, too—it simply defines the _score value, which is used for sorting.
      

      
      At this point, you might be wondering why you sort on _score and not on the ad_price field directly. There are two reasons:
      

      
      

      
         
         	Percolator supports sorting only on _score (as of version 1.4).
            
         

         
         	In practice, you probably want to combine multiple sort criteria.
            
         

         
      

      
      In the case of ads, you might want to throw a random value into the mix to make sure you show all ads eventually; just increase
         the odds for the expensive ones. The function score query allows you to define different weights for different criteria and combine them.
      

      
      Finally, you might want to get more insight about how matching queries are distributed. You can get this through aggregations.

      
      
      
      E.3.3. Aggregations on matching query metadata
      

      
      Let’s say you’re responsible for an online shop’s search feature. When a new product is added, you want to make sure the description
         matches searches of users normally looking for this type of product.
      

      
      If you register user searches as percolator queries, you can percolate a product document before submitting it to predict
         how often that product would show up in searches. If the product shows in too few or too many searches, it could be a problem.
         In these situations, you can get more information about the distribution of these matching queries by running an aggregation
         on a metadata field or even the actual query text.
      

      
      In the listing that follows, you’ll prepare and then run a percolation on user searches, aggregating on the query terms. In
         this example, the term cheap will appear in the top terms for matching queries, suggesting that price is important for users looking at this type of product.
      

      
      Listing E.6. Using aggregations to get matching query metadata and term statistics
      

      [image: ]

      [image: ]

      
      The aggregation part of the response for the query would be like this:

      
      "aggregations" : {
  "top_query_terms" : {
    "doc_count_error_upper_bound" : 0,
    "sum_other_doc_count" : 0,
    "buckets" : [ {
      "key" : "cheap",
      "doc_count" : 2
    }, {
      "key" : "pc",
      "doc_count" : 2
    }, {
      "key" : "linux",
      "doc_count" : 1
    } ]
  }
}

      
      If cheap is the top term here, and the computer you’re adding is indeed cheap, it would be good to add it to the description so that
         people searching for this type of product will find it.
      

      
      The key thing to remember here is that as with most of this appendix, features like aggregations work on registered queries
         and not on the percolated documents. We don’t call percolation “search upside down” for nothing!
      

      
      
      
      
Appendix F. Using suggesters for autocomplete and did-you-mean functionality
      

      
      
      
      You now expect search engines not only to return good results but also to improve your queries. Take Google, for instance:
         if you make a typo, Google tells you about it and recommends a correction or even runs it directly, as shown in figure F.1.
      

      
      
      
      Figure F.1. Spell checking by Google
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      Google also tries to prevent typos by offering autocomplete, which also makes queries faster and shows you topics that you
         might find interesting, as shown in figure F.2.
      

      
      
      
      Figure F.2. Autocomplete on Google
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      Elasticsearch offers both did-you-mean (DYM) and autocomplete functionality through the Suggesters module. The point of a
         suggester is to take a given text and return better keywords.
      

      
      In this appendix we’ll cover four types of suggesters:

      
      

      
         
         	Term suggester— For each term in the provided text, it suggests keywords from the index. It works well for DYM on short fields, such as tags.
            
         

         
         	Phrase suggester— You can think of it as an extension of the term suggester that provides DYM alternatives for the whole text instead of individual
            terms. It accounts for how often terms appear next to each other, making it especially better for longer fields, such as product
            descriptions.
            
         

         
         	Completion Suggester— This provides autocomplete functionality based on term prefixes. It works with in-memory structures, making it faster than
            the prefix queries you saw in chapter 4.
            
         

         
         	Context Suggester— This is an extension of the Completion Suggester that allows you to filter alternatives based on terms (categories) or geo-point
            locations.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Work is being done on a new suggester based on the NRT suggester. More options will be included like geo distance and filters.
         This new suggester is planned for version 2.0; the current suggesters will keep working as described here. More information
         on the new suggester can be found here: https://github.com/elastic/elasticsearch/issues/8909.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      F.1. Did-you-mean suggesters
      

      
      Term and phrase suggesters can help you avoid those nasty “0 results found” pages by eliminating typos and/or showing more
         popular variations of the original keywords. For example, you may suggest Lucene/Solr for Lucene/Solar.
      

      
      You can leave it up to the user to run the suggester query:

      
      (Did you mean Lucene/Solr?)
      

      
      Or you can run it automatically:

      
      (Showing results for Lucene/Solr. Click here for Lucene/Solar).
      

      
      Typically, you’d run the suggested query automatically if the original query produces no results or just a few results with
         tiny scores.
      

      
      Before we dive into the details of how you’d use the term and phrase suggesters, let’s look at how they compare:

      
      

      
         
         	The term suggester is basic and fast, working well when you care only about the occurrence of each word, like when you search
            code or short texts.
            
         

         
         	The phrase suggester, on the other hand, takes the input text as a whole. This is slower and more complicated, as we’ll see
            in a bit, but also works much better for natural languages or other places where you need to consider the sequence of words,
            like product names. For example, apple iphone is probably a better suggestion than apple phone, even if the word phone appears more often in the index.
            
         

         
      

      
      Both the term and the phrase suggester use Lucene’s SpellChecker module at their core. They look at terms from the index to
         come up with suggestions, so you can easily add DYM functionality on top of existing data if your data can be trusted. Otherwise,
         if your data would often contain typos—for example, if you’re indexing social media content—you might be better off maintaining
         a separate index with suggestions as a “dictionary.” That separate index could contain queries that are run often and return
         results that are typically clicked on.
      

      
      
      F.1.1. Term suggester
      

      
      The term suggester takes the input text, analyzes it into terms, and then provides a list of suggestions for each term. This
         process is best illustrated in listing F.1, where you provide suggestions for group members of the get-together site example you’ve been running throughout the book.
      

      
      The term suggester’s structure applies to other types of suggesters as well:

      
      

      
         
         	Suggest options go under a suggest element at the root of the JSON—at the same level as query or aggregations, for example.
            
         

         
         	You can have one or more suggestions, each having a name, as you can with the aggregations we discussed in chapter 7. In listing F.1 you have dym-members.
            
         

         
         	Under each suggestion, you provide the text and the suggestion type; in this case, term. Under it, you’d put type-specific options. In the term suggester’s case, the only mandatory option is the field to use for
            getting suggestions. In this case, you’ll use the members field.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      For listing F.1 to work properly, you must download the code samples from https://github.com/dakrone/elasticsearch-in-action and run populate.sh to index some sample data.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Listing F.1. Using the term suggester to correct member typos
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      If you need only suggestions and not the query results, you can use the _suggest endpoint, skip the query object, and only pass the suggest object as a payload without the surrounding suggest keyword:
      

      
      % curl localhost:9200/get-together/_suggest?pretty -d '{
  "dym-members": {
    "text": "leee daneil",
    "term": {
      "field": "members"
    }
  }
}'

      
      This is useful when you want to check for missing terms before running the query, allowing you to correct the keywords instead
         of returning a potential “no results found” page.
      

      
      
      Ranking suggestions
      

      
      By default, the term suggester offers a number of suggestions (up to the value of size) for each provided term. Suggestions are sorted by how close they are to the provided text. For example, if you provide Willian you’ll get back William and then Williams. Of course, you can only get back these two values if they are available terms in the index. Also, Elasticsearch will provide
         suggestions only if the initial term Willian doesn’t exist in the index.
      

      
      This won’t be ideal if you’re searching though documents about Formula 1, where Williams is more likely to be searched for than either William or Willian. And you probably want to show Williams even if Willian actually exists in the index.
      

      
      As you might expect, you can change all these. You can rank popular words higher by changing sort to frequency instead of the default score. Finally, you can change suggest_mode to decide when to show suggestions. Compared to the default value of missing, popular will come up with terms with higher frequencies than the one provided, and always will come up with suggestions anyway.
      

      
      In the next listing, you’ll get only the most popular suggestion for the event attendee mick.
      

      
      
      
      Listing F.2. Getting the most popular suggestion for a term
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      Choosing which terms to be considered
      

      
      In listing F.2 you got the winning suggestion, but who competed for that one spot? Let’s see how the term suggester works in order to understand
         which suggestions were considered in the first place.
      

      
      As we mentioned before, the term suggester uses Lucene’s SpellChecker module. This returns terms from the index at a maximum
         edit distance from the provided term. You saw an example of how edit distance works in the fuzzy query in chapter 4; for example, to get from mik to mick you need to add a letter, so the edit distance between them is 1.
      

      
      Like the fuzzy query, the term suggester has a number of options that let you balance flexibility and performance:

      
      

      
         
         	max_edits— This limits the edit distance from the provided term to the terms that might be suggested. For performance reasons, this is
            limited to values of 1 and 2, with 2 being the default value.
            
         

         
         	prefix_length— How much of the beginning of the word to assume is correct. The bigger the prefix, the faster Elasticsearch will find suggestions,
            but you also have a higher risk of typos in that prefix. The default for prefix_length is 1.
            
         

         
      

      
      If you’re concerned about performance, you might also want to tweak these options:
      

      
      

      
         
         	min_doc_freq, which limits candidate suggestions to popular enough terms
            
         

         
         	max_term_freq, which excludes popular terms in the input text from being corrected in the first place
            
         

         
      

      
      You can find more details about them in the documentation at www.elastic.co/guide/en/elasticsearch/reference/current/search-suggesters-term.html.
      

      
      If you’re more concerned about accuracy, take a look at the phrase suggester as well. It should provide better suggestions,
         especially on larger fields.
      

      
      
      
      
      F.1.2. Phrase suggester
      

      
      The phrase suggester also provides did-you-mean functionality, like the terms suggester, but instead of giving suggestions
         for individual terms, it gives suggestions for the overall text. This has a couple of advantages when you have multiple words
         in your search.
      

      
      First, there’s less client-side logic to apply. For example, if you’re using the terms suggester for the input text abut using elasticsarch, you’ll probably get about as a suggestion for abut and elasticsearch for elasticsarch. Your application has to figure out that using has no suggestion and build up a message like “did you mean: about using elasticsearch.”
      

      
      As you’ll see in the following listing, the phrase suggester gives you about using elasticsearch out of the box. Plus, you can use highlighting to show the user which of the original terms have been corrected.
      

      
      Listing F.3. Phrase suggester working with highlighting
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      Then you can expect suggestions to be better ranked, especially if you’re searching natural language, such as book content.
         The phrase suggester does that by adding new logic on top of the terms suggester to weigh candidate phrases based on how terms
         occur together in the index. This ranking technique is called ngram-language model, and it works if you have a shingle field with the same content as the field you’re searching on. You can get shingles by
         using the shingle token filter that we discussed in chapter 5; remember, this means you have to configure shingles in the mapping to create the index appropriately.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         More on n-grams, shingles, and n-gram models
         
         An n-gram is defined as a contiguous sequence of n items from a given sequence of text or speech.[1] These items could be letters or words, and in Elasticsearch we say n-grams for letter n-grams and shingles for word n-grams.
         

         
            1 
               
https://en.wikipedia.org/wiki/N-gram

            

         

         
         An n-gram model uses frequencies of existing word n-grams (shingles, in Elasticsearch money) to determine the likelihood of different words
            existing next to each other. For example, a speech recognition device is more likely to encounter yellow fever than hello fever, assuming it finds more yellow fever than hello fever shingles in the training data.
         

         
         The phrase suggester uses n-gram models to score candidate phrases based on the occurrence of consecutive words in a shingle
            field. You can expect a phrase suggestion like John has yellow fever to be scored higher than John has hello fever.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The shingles field is used for ranking suggestions by checking how often suggested words occur next to each other, as shown in figure F.3.
      

      
      
      
      Figure F.3. Candidate suggestions are ranked based on the shingles field.
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      As you might expect, there are many options that allow you to configure much of this process, and we’ll discuss the most important
         ones here:
      

      
      

      
         
         	How candidate generators come up with candidate terms
            
         

         
         	How overall phrases get scored based on the shingles field
            
         

         
         	How shingles of different sizes influence a suggestion’s score
            
         

         
         	How to include and exclude suggestions based various criteria, such as score or whether they’ll actually return results
            
         

         
      

      
      
      
      Candidate generators
      

      
      The responsibility of the candidate generators is to come up with a list of possible terms based on the terms in the provided
         text. As of version 1.4, there’s only one type of candidate generator, called direct_generator. It works in a similar way to the terms suggester in that it finds suggestions for every term of the input text.
      

      
      The direct generator has similar options to the term suggester, like max_edits or prefix_length. But the phrase suggester supports more than one generator, and it also allows you to specify an analyzer that is applied
         to input terms before they get spell checked (pre-filter), and one that is applied to suggested terms before they are returned.
      

      
      Having multiple generators and filters lets you do some neat tricks. For instance, if typos are likely to happen both at the
         beginning and end of words, you can use multiple generators to avoid expensive suggestions with low prefix lengths by using
         the reverse token filter, as shown in figure F.4.
      

      
      
      
      Figure F.4. Using filters and two direct generators to correct both prefix and suffix typos
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      You’ll implement what’s shown in figure F.4 in listing F.4:
      

      
      

      
         
         	First, you’ll need an analyzer that includes the reverse token filter.
            
         

         
         	Then you’ll index the correct product description in two fields: one analyzed with the standard analyzer and one with the
            reverse analyzer.
            
         

         
      

      
      When you run the suggester, you can specify two candidate generators: one running on the standard field and one on the reversed
         field, which will make use of the reverse pre- and post-filters.
      

      
      
      

      Listing F.4. Using the reverse token filter in one of the two generators
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      Using a shingles field for scoring candidates
      

      
      Now that you have good candidates, you’ll use a shingles field for ranking. In listing F.5, you’ll use the shingle token filter to define another multi-field for the shop product descriptions.
      

      
      You’ll have to decide how many consecutive words to allow in a shingle, or the shingle size. This is usually a tradeoff between
         performance and accuracy: lower-level shingles are needed in order to get partial matches, like boosting a suggestion for
         United States based on an indexed text saying United States of America. Higher-level shingles are good for boosting exact matches of longer texts such as United States of America above United States of Americas. The problem is, the more shingle sizes you add, the bigger your index gets, and suggestions will take longer.
      

      
      A good balance for most use cases is to index sizes from 1 to 3. You can do it by setting min_shingle_size to 2 and max_shingle_size to 3, because the shingle filter outputs unigrams by default.
      

      
      With the shingles field in place, you need to specify it as the field of your phrase suggester, whereas the regular description field will go under each candidate generator.
      

      
      Listing F.5. Using a shingles field to get better ranking for suggestions
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      Using smoothing models to score shingles of different sizes
      

      
      Take two possible suggestions: Elasticsearch in Action and Elasticsearch is Auction. If the index contains the trigram Elasticsearch in Action, you’d expect this suggestion to rank higher. But if term frequencies are the only criterion, and the unigram auction appears many times in the index, Elasticsearch is Auction might win.
      

      
      In most use cases, you want the score to be given not only by the frequency of a shingle but also by the shingle’s size. Luckily,
         there are smoothing models that do just that. By default, Elasticsearch uses an algorithm called Stupid Backoff in the phrase suggester. The name implies that it’s simple, but it works well:[2] it takes the highest order shingles as the reference—trigrams in the case of listing F.5. If no trigrams are found, it looks for bigrams but multiplies the score by 0.4. If no bigrams are found, it goes to unigrams
         but lowers the score once again by 0.4. The whole process is shown in figure F.5.
      

      
         2 
            
Stupid Backoff was the original name, because authors assumed such a simple algorithm couldn’t possibly work. It turns out
               it works, but the name stuck. More details here: www.aclweb.org/anthology/D07-1090.
            

         

      

      
      
      
      Figure F.5. Stupid Backoff discounts the score of lower-order shingles.
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      That 0.4 multiplier can be configured through the discount parameter:
      

      
      % curl localhost:9200/shop2/_suggest?pretty -d '{
  "dym": {
    "text": "ifone accesories",
    "phrase": {
      "field": "product.shingled",
      "smoothing": {
        "stupid_backoff": {
          "discount": 0.5
        }
      },
      "direct_generator": [{
          "field": "product"
      }]
    }
  }
}'

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Usually, Stupid Backoff works well, but there are other smoothing models available, such as Laplace smoothing or linear interpolation.
         For more information about them, go to www.elastic.co/guide/en/elasticsearch/reference/current/search-suggesters-phrase.html#_smoothing_models.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      Excluding suggestions based on different criteria
      

      
      Besides ranking suggestions based on ngram-language models, you can include or exclude them based on certain criteria. Back
         in listing F.4, you saw max_errors, which allows only suggestions that correct a maximum number of terms. It’s usually recommended to set max_errors to a low value (it defaults to 1); otherwise, the suggest request will take a long time because it has to score too many suggestions.
      

      
      You can also include or exclude possible suggestions based on their score or whether they would actually produce results,
         should you run a query with the suggested text.
      

      
      For filtering by score, the main option is confidence—the higher the value, the more confident you are that the input text doesn’t need suggestions. It works like this: the phrase
         suggester scores the input text as well as possible suggestions. Suggestions with a score less than the input text’s score
         multiplied by confidence (which defaults to 1) are eliminated. Increasing the value improves performance and helps you get rid of embarrassing suggestions like “Did you
         mean lucene/solar?” On the other hand, a value that’s too high might miss providing suggestions for “solr panels.”
      

      
      confidence works hand in hand with real_word_error_likelihood, which should describe the proportion of misspelled words in the index itself (defaults to 0.95). Possible suggestions have
         their score multiplied by this value, so lowering it reduces chances of returning a misspelled word as a suggestion, because
         the score of that suggestion is more likely to be lower than that of the input text (multiplied by confidence). If you set it too low though, good suggestions might be missed as well, so it’s usually best to set real_word_error_likelihood to a value that describes the real likelihood of a misspelling in the index.
      

      
      Finally, what happens if the query you suggest won’t return any results? That would be pretty bad, but luckily you can have
         Elasticsearch verify that for each suggestion. In the following listing, you’ll use the collate option to have Elasticsearch return only suggestions that return results. You need to specify a query, and in that query
         you’ll refer to the suggestion itself as the {{suggestion}} variable. Note how suggestions such as ifone accessories are removed from the list.
      

      
      Listing F.6. Using collate to see which suggestions would return results
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      Note

      
      
      These are Mustache templates (more details at https://mustache.github.io) and can also be used for predefining regular queries. You can find more details on query templates here: www.elastic.co/guide/en/elasticsearch/reference/current/query-dsl-template-query.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Collating works well for ironing out a few bad suggestions. If you have a high rate of bad suggestions, consider running the
         phrase suggester against a separate index with successful queries. This requires a lot of maintenance, but you should get
         much more relevant suggestions. And because that index will probably be much smaller, you’ll get better performance, too.
      

      
      Next, we’ll move on to autocomplete suggesters. You’re very likely to run them on separate indices, because they typically
         have to be very fast and relevant.
      

      
      
      
      
      
      
      F.2. Autocomplete suggesters
      

      
      If autocomplete was cool in 2005, now it’s a must—any search without it looks ancient. You expect a good autocomplete to help
         you search faster (especially on mobile devices) and better (you type in e, so it should know you’re looking for Elasticsearch) but also to allow you to explore popular options (“elasticsearch tutorial”—that’s actually a good idea!). Finally, a good
         autocomplete will reduce the load on your main search system, especially if you have some sort of instant search available—when
         you jump directly to a popular result without executing the full-blown search.
      

      
      A good autocomplete has to be fast and relevant: fast because it has to generate suggestions as the user is typing, and relevant
         because you don’t want to suggest a query with no results or one that isn’t likely to be useful.
      

      
      You can help with the quality of suggestions by keeping what would be good candidates, such as successful products or queries,
         in a separate index. You could then run the prefix queries we introduced in chapter 4 to generate suggestions. But those queries might not be fast enough because ideally you need to come up with a suggestion
         before the user types the next character.
      

      
      The completion and context suggesters help you build a faster autocomplete. They’re built on Lucene’s Suggest module, keeping
         data in memory in finite state transducers (FSTs). FSTs are essentially graphs that are able to store terms in a way that’s
         compressed and easy to retrieve. Figure F.6 illustrates how the terms index, search, and suggest would be stored.
      

      
      
      
      Figure F.6. In-memory FSTs help you get fast suggestions based on a prefix.
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      The actual implementation is a bit more complex—because it allows you to add weights, for instance—but you can imagine why
         in-memory FSTs are fast: you just have to follow the paths and see that prefix s would lead to search and suggest.
      

      
      Next, we’ll look at how the Completion Suggester works, then move on to the Context Suggester, which is an extension of it,
         much like the phrase suggester we discussed earlier is an extension of the simpler term suggester.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      For versions 2.0 and later, a new Completion Suggester is planned. It should have all the features of the current Completion
         and Context suggesters, plus a few more (like flexible scoring based on geo distance or edit distance). The basic principles remain the
         same, though. For more information on Completion Suggester Version 2, take a look at the main issue here: https://github.com/elastic/elasticsearch/issues/8909. When this suggester is released, you should see updated documentation in the Suggesters page: www.elastic.co/guide/en/elasticsearch/reference/current/search-suggesters.html.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      F.2.1. Completion Suggester
      

      
      To tell Elasticsearch that you meant to store suggestions in FSTs for autocomplete, you need to define a field in the mapping
         with type set to completion. The easiest way to store suggestions is by adding such a field as a multi-field to a field that you’re already indexing,
         like in the following listing. There, you’ll index places like restaurants, and you’ll add a suggest subfield to each place’s name field.
      

      
      Listing F.7. Simple autocomplete based on existing data
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      If such a simple autocomplete implementation isn’t enough—for example, because results aren’t ranked—there are quite a few
         options that can help you improve relevancy. Some of them have to be done at index time (for example, you can add a weight
         to each suggestion), whereas others work at search time (you can enable fuzziness). On top of all this, suggestions can have
         payloads, where you can store document IDs that you can use for instant search.
      

      
      
      Improving relevancy at index time
      

      
      As with regular searches on string fields, the input text is analyzed at both index time and search time. That’s why Pizza Hut matched p. You can control analysis through the index_analyzer and search_analyzer options. For example, if you wanted case-sensitive suggesting (so that only P matches, not p), you can use the keyword analyzer:
      

      
      "suggest": {
  "type": "completion",
  "index_analyzer": "keyword",
  "search_analyzer": "keyword"

      
      If you need more information about analysis, you’ll find it in chapter 6.
      

      
      In most cases, you’ll keep suggestions in a separate field, index, or even a separate Elasticsearch cluster. This helps when
         you want to control suggestions based on how they perform and also to be able to scale suggesters separately from the main
         search system.
      

      
      When suggestions are in a different field, you can separate the inputs you match from the suggestion you provide (output).
         For example, a document like this
      

      
      {
  "name": {
    "input": "phone",
    "output": "iphone"
  }
}

      
      would let you suggest iphone for the input text ph. Also, you can provide multiple inputs:
      

      
      {
  "name": {
    "input": ["iphone", "phone"],
    "output": "iphone"
  }
}

      
      Finally, you can rank suggestions based on weights you provide at index time. In the next listing, you’ll combine inputs,
         outputs, and weights to implement autocomplete on top of group tags for the get-together use case you’ve been running for
         most of this book.
      

      
      
      

      Listing F.8. Using weights, inputs, and outputs
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      Improving relevancy at search time
      

      
      When you run the suggest request, you can decide which suggestions will appear. Like with other suggesters, size lets you control how many suggestions to return. Then, if you want to tolerate typos, you need a fuzzy object under the completion object of your suggest request. With fuzzy search enabled this way, you can configure additional options, like the following:
      

      
      

      
         
         	fuzziness, which allows you to specify the maximum allowed edit distance
            
         

         
         	min_length, where you specify at which length of the input text to enable fuzzy search
            
         

         
         	prefix_length, which improves performance at the cost of flexibility by considering these first characters correct
            
         

         
      

      
      All those options go under the completion object of your suggest request:
      

      
      % curl 'localhost:9200/autocomplete/_suggest?pretty' -d '{
"tags-autocomplete": {
  "text": "daata",
  "completion": {
    "field": "tags",
    "size": 3,
    "fuzzy": {
      "fuzziness": 2,
      "min_length": 4,
      "prefix_length": 2
    }
  }
}}'

      
      
      
      Implementing instant search with payloads
      

      
      Many search solutions let you go directly to a specific result when clicking on a suggestion instead of running that search.
         Figure F.7 shows an example from SoundCloud.
      

      
      
      
      Figure F.7. Instant search lets you jump to the result without running an actual search.
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      To implement this in Elasticsearch, you’d put a payload in your completion field, and that payload would be the ID of the document you’re suggesting. You can then use the ID to get the document, as
         you’ll do in the next listing.
      

      
      Listing F.9. Payload lets you get documents instead of searching for the suggested text
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      The Completion Suggester returns all results matching the input text, which might work well with something like SoundCloud.
         But some use cases require filtering, like your get-together site: you only want to suggest events reasonably close to the
         user and ignore the others. To do this, you’ll need the Context Suggester, which is built to add filtering functionality on
         top of the Completion Suggester.
      

      
      
      
      
      F.2.2. Context Suggester
      

      
      The Context Suggester allows you to filter on a context, which can be a category (term) or a geo location. To enable these contexts, you need to specify them in the mapping and
         then provide contexts in documents and in your suggest requests.
      

      
      
      Defining contexts in the mapping
      

      
      You can add one or more context values to your completion field in the mapping. Each context has a type, which can be either category or geo. For geo contexts, you need to specify a precision value:
      

      
      "name": {
  "type": "completion",
  "context": {
    "location": {
      "type": "geo",
      "precision": "100km"
    },
    "category": {
      "type": "category"
    }
  }
}

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Contexts under the hood
         
         Contexts work on top of the same FST structure that the Completion Suggester uses. To enable filtering, the context would
            be used as a prefix to the actual suggestion, like search_lucene if search is the category and lucene is the text you want to match.
         

         
         For geo contexts, the prefix is a geohash, like abcde. As you saw in appendix A about geo search, a geohash indicates a rectangular area on the map, and the longer the string, the higher the precision.
            For example, gc is a rectangle taking up most of Britain and Ireland, whereas gcp only goes from London to Southampton.[3]

         
            3 
               
Snapshot taken from GeohashExplorer: http://geohash.gofreerange.com/.
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         Given a point on the map, you can approximate it with a geohash more or less precisely, depending on the hash length. For
            suggestions, you’d typically pick a precision that would reflect how near a point of interest should be to the current location.
            For example, restaurants would work with more precise hashes (like 10 km wide) than get-together events (which may be 100
            km wide), assuming that users are more likely to drive farther for a monthly event than for a burger.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      Adding contexts to documents and suggest requests
      

      
      With the mapping in place, you’d put contexts in documents under the context field of your completion:
      

      
      {
  "name": {
    "input": "Elasticsearch Denver",
    "context": {
      "location": {
        "lat": 39.752337,
        "lon": -105.00083
      },
      "category": ["big data"]
    }
  }
}

      
      When fetching suggestions, you should add a context value to your completion request as well:
      

      
      % curl 'localhost:9200/autocomplete/_suggest?pretty -d '{
  "name-autocomplete": {
    "text": "denv",
    "completion": {
      "field": "name",
      "context": {
        "category": "big data",
        "location": {
          "lat": 39,
          "lon": -105
        }
      }
    }
  }
}'

      
      
      
      Troubleshooting Context (and Completion) Suggester errors
      

      
      Normally, if you define contexts and run the Context Suggester with no context in the request, you’ll get an error for every
         shard:
      

      
      "reason": "BroadcastShardOperationFailedException[[autocomplete][0] ];
nested: ElasticsearchException[failed to execute suggest]; nested:
ElasticsearchIllegalArgumentException[suggester [completion] requires context
to be setup]; "

      
      But if you really need to specify contexts to only some of your requests and documents, you can specify a default value in
         the mapping:
      

      
      "name": {
  "type": "completion",
  "context": {
     "category": {
       "type": "category",
       "default": "default_category"
    }
  }
}

      
      Then you can index documents without categories:

      
      {
  "name": {
    "input": "test meeting"
  }
}

      
      Finally, if the user doesn’t enter any filtering context, you can fill in the default value on your application; this is also
         possible with a geo context:
      

      
      "name-autocomplete": {
  "text": "te",
  "completion": {
    "field": "name",
    "context": {
      "category": "default_category"
    }
  }
}

      
      From a functionality standpoint, this works as if you have the Context Suggester when you need it and the Completion Suggester
         when you don’t. But in both cases you might get suggestions from deleted documents. This happens because the FSTs used under
         the hood are built for each Lucene segment in the index, and they never get changed until the segment is deleted during merging
         (when the FST gets deleted as well). As you may recall from chapter 3, when a document is deleted, it’s not really gone from the segment; it’s just marked as deleted.
      

      
      Although searches are smart enough to filter out deleted documents, suggesters are not, at least in version 1.4. Until this
         is addressed in the new Completion Suggester (see https://github.com/elastic/elasticsearch/issues/8909), you can work around this issue by changing your merge policy or optimizing so you have as few deleted documents in the
         index as possible. For more information on merges, go to chapter 10, section 10.2.2.
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7t Yo o “Hatoog’ “hadoop” in the title

with a lowercase h.
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Ihe value of
the query
feld is

an object
containing
the match
feld.

>

}

LS

ey
matcht:

}
}

"message" :

first"

-

The match field contains
another object in which first
is the value of message.





04fig03.jpg
Filter: {

tags": "lucene"}}

/ A hadoop
B lucene
tags” field inside é R
documents A-E — lucene
\ D python
E java
Document | A B c b E
Bitset 0 1 1 0 0

N Abitset is a binary flag / /

indicating whether the (
filter matches. L Documents B and C match.





01fig05_alt.jpg
New post: bicycle ‘Search request:

bicycle
--nwmu-- - - - - E— -

Elasticsoarch
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% curl 'localhost:9200/get-together/ search' -4 '

{ s
"query": { Query type, here specifying a
nfiltered”: { query with a filter attached
"query”: {
tmacn: | The query searches for events
) with “hadoop” in the title.
.
"filter": { | The additional filter limits the
term: { query to events that are hosted
"host™" by andy. Notice the lowercase a
) in andy. This is explained in the
} next chapter about analysis.
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¥ curl 'localhost:9200/get-together/ search' -d '{

"query": {

"match_all*: {} o
% Return fields starting with
" sourcer: { location and date fields

“winclude": ["locaticn.wv; wasten), with the search response.

"exclude": ["location.geolocation"]
) Don't return the field
location.geolocation.
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% curl 'localhost:9200/get-together/ search' -4 '{

"query":
"match iu-v s () Returns the name and

} - date fields with the

"_source": ["name", "date"] search response

1
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¥ curl ‘localhost:9200/get-together/group/_search' -

"query": {
wmatch_all": (} Starts from
. the first (0th) Returns a total Includes name of
S, result of 10 results group, organizer,
1, and description
e": (*name”, "organizer", "description" of groap
[{*created on": "desc"}]

Sorts by the created_on
field, descending
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¥ curl ‘localhost:9200/get-together/ search' -d '{

wenbEiy 1
"match_all®: (} )

¥ - Sorts first by the creation

"sortn: [ date, starting from the Then s by e o
{vcreated ont: vascr), < oldesttonewest thegrou nreverse

{*name: "desc"},

g S Q—‘ Finally, sorts by the relevancy

of the result (its _score)
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*_index": "get-together®, <« Tl
Ctipet tevents, result document

“id: v03n,

*Zscore®: 0.9904146,

*Tsourcer: { Elasticsaarch
"dater: *2013-04-17T19:00%, type of the result
"title": *Introduction to Elasticsearch® document

1D of the resuit

document
*_index: sget-together®,
“eyper: events,
+iar: oSt Relevancy score
nomers B dmnare prervisiey
“idater: r2013-07-17m0:307,

“Eitle': "Blasticsearch and Logstash®

] Placeholder for other
hits left out for brevity
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b e o b bt £ o g it it ettt e it g b ot

Numberof | {
milseconds |0 -coone 2, Indicatio fne o he shards hada
thequery | 1o vt ratee | et iniaing para et
ok | imaran (
wotar: 2 mber of shards that rsponded o s
Response risentiod request successfully or unsuccessfully
et
s keythat | g, ( Total number of matching
e wel o e ot s
i aray o seorass 0.9%040E, | @

Maximum score of all

o hitats ( documents for this search
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200/ ger-fogather/gronp/_search’

— X
"terms®: { Multiple terms
P to search for
7
)
" sourcer: (*namer, rtags"]
b
{
: *hits": [
{
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“hits*: [

=idey m3e;
"_index": "get-together"
"score": 1.0,
"“type": "group",
"Zsource
"name": "Elasticsearch San Francisco®,
"tags": [
"elasticsearcht,
"big data",
"lucene",
"open source”

"_iars van,
"Tindex*: "get-together”,
"score*: 1.0,
"typer: "group’,
"sourcer: {
"name": "Elasticsearch Denver®,
"tags": [
"denver®,
"elasticsearch
*big data*,
*lucener,
"solr"

The document
scores are now
constant because
afilter was used
instead of a query.





102fig01_alt.jpg
¥ curl 'localhost:9200/get-together/ search' -
( Uses a map instead of a
string for the name value

“query’
"matcn: {

*namer: { Specifies
"query": *Elasticsearch Denver®, < arch string
*operator®: "and® in'a query key

i } Uses and operator
instead of default

) prriode
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"_index": "get-together",
score*: 0.33779633,
"_type": "group",
source":
"name": "Denver Clojure",
“tags": [
"clojurer,
~denver",
"functional programming",
*jvme,
*javar

o iav; mas,
+Tindex*: *get-together”, Found
+Zacore": 0.22838624, one o the
“Ttyper: "group", matching
aourcer: | fags
"name”: "Boulder/Denver big data get-together",
reage™: [
"big datar,
"data visualization”,
"open source",
"cloud computing”,
*hadoop"
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% curl 'localhost:9200/get-together/group/_search' -

{
"query": {
"match": {
*name*: {
"type": "phrase_prefix", Uses a phrase_prefix
"query”: "Elasticsearch den”, < | instead of a regular
"max_expansions": 1 phrase query
}
} ey
) Matches fields containing
& eourcets Tinamed] Elasticsearch” and another
- term that starts with “den”
Specifies the maximum
" _iavs maw, number of prefix
"_index": "get-together", expansions to try
"_score": 2.7294521,
" typer: "group",
"“source": {
"name' "Elasticsearch Denver"

)
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FOMEL TIOURSTIONE I RA00 LNL N LOMME D/ SECPL._SeRTon.

{

eyt ( Instead of a regular
*name®: { ‘match query, use a
wtypet: "phrase”, match phrase query.
"query": "enterprise london",
"alophi 3 Specifies a slop of 1 to
) tell Elasticsearch to have
) leeway with the distance
) between the terms

"_source: ["name", "description"]

Bro

“index®: "get-together”,
“score": 1.7768369,
“_type": "group*,

Tsource": {  "description®: "Enterprise search get-togethers are an
> opportunity to get together with other people doing search.,
“name*: "Enterprise search London get-together" .
) } The matching field with

“enterprise” and “london”
separated by a word
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¥ curl -XPOST 'localhost:9200/_search' -

{

query® : {
"query_string® : { Because no field is specified
"default_ield" : "description”, in the query, the default field
“query” : "nosql" (description) is used.

}
)
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¥ curl -XGET 'localhost:9200/get-together/ search?qenosqlépretty’

A query_string
V curl XIOST “hetps//Lockihost 3200/get-cogaehes/_saaschrpratcy —4 + | kIt
( P
“query* : {

( The same query_string search

"query_string* sent as the body of a request

"query” : "nosql®
)

}
b





ch04ex17-1.jpg
TRNCOERTE TN IBREN .
*“type": "group”,
Tsource”: (

“name": "Elasticsearch San Francisco,

“tags": [
"elasticsearch,
"big data",
"lucene",

"open source"

_jan: wan,
“index": "get-together”,
“score": 0.8948604,
"_type": "group",
"source": {
"name": "Elasticsearch Denver”,
"tags": [
“denver",
"elasticsearch”,
"big data",
"lucene",
"solr"

Because these two
results contain the
word “elasticsearch”
in the tags, they're
returned.





ch04ex17-0.jpg
$ curl ‘localhost:9200/get-together/group/_search'

{

squesys i
reermt:

"tags": "elasticsearch"
)
b

"_source": [*name”, "tags"]

b
{

sar: w3,
“index": "get-together",
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VENER. OOLRORL 007 Gt EONEINE . peaton”

{
rquery®s {
"eilteredr:
"query": {
»match_all®: {}
+
L ‘The same query as
Gl } before but using a
ntags": "elasticsearch" Sier this time
}
j }
i
+ sourcer: (*name*, *tags"]
o

¢
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% curl 'localhost:9200/get-together/_search'

{

nquery": { )
"filtered": { By using match_all, you
"query": { could leave out the query
"match_all": {} part; this is the default.
I
"filtern: {
"range": { Searches for a
"created_on": { created_on date
Wget: ¥2012-06-011, after June 1...

"len: "2012-09-01"
} ...aswellasa
} created_on date
) before September 1
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"hits" : [ {

_index" "wildcard-test",

““typer : "doct,

Tidn : e,

"_score" 1.0, "_source" : {"title":"The Best Bacon Ever"}

boA
"_index" : "wildcard-test",
_type" : "doc",

wid : 2,
“score" : 1.0, "_source" : {"title":"How to raise a barn")
o
}
% curl 'localhost:9200/wildcard-test/_search' -d '
{
query": {
rildcardsa | “baln” matches only
eicles: { barn, not bacon,
"wildcard": “"ba?n" " *
}
}
}
(),
"hits ¢ [ {
"_index" : "wildcard-test",
type" : "doc",
Tidv . vaw,
“score" : 1.0, "_source" : {"title":"How to raise a barn")

H
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¥ curl -XPOST 'localhost:9200/wildcard-test/doc/1' -d
{"title:"The Best Bacon Ever"}
% curl -XPOST ‘localhost:9200/wildcard-test/doc/2'

{"title":"How to raise a barn"}'
% curl 'localhost:9200/wildcard-test/_search' -d'
{

query": {

"wildcard":

Wldeam ! “ba*n” matches both
el | bacon and barn.
"wildcard": "ba*n" o

}

}

}

)
{





115fig01_alt.jpg
% curl 'localhost:9200/get-together/ search' -d '

{

rquery": {
"filtered": {
nquery": {
"match_all": {} .
)i = Again, find documents
wfilter": { g the reviews field.
"missing": {
"field": "reviews", < ’ Match documents that
nexistence": false, 4 have nothing in the
"null_value": true | reviews field.
}
} Also match documents
} that have the null_value

} in the reviews field.
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¥ curl 'localhost:9200/get-together/_search'

{
nquery": {
"filtered": {
"query": {
"match_all": {}
g

"filter": { Finds documents
missing the reviews
field entirely

"missing": {
"field": "reviews",
"existence": true,
"null_value": true
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¥ curl 'localhost:9200/get-together/_search' -d '

{

query”: {
“filtered”: {
"query": {
"match_all": {}
h
"filtern: {
"Equery": {
“query" : { i
overy.stringe : { ow e
; "query" : "name:\"denver clojure\"" fquery map.
h
"_cache": true
) Tells Elasticsearch
) to cache this filter
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¥ curl 'localhost:9200/get-together/_ search' -d '
(
“query”: {
“filterear: {
et
“match_all": (}
in
“filtern: { .
nquery" : { Using the query flter to
"query_string" : { wrap a query that doesn't
have a filter equivalent

"query" : "name:\"denver clojure\""





ch04ex20-1.jpg
1,
"must_not":

(
rranger
rdacasi | Query that
"1t": "2013-06-30T00:00" Anstnot match
) resulting
) ‘documents
)
1.
"minimum_should match": 1
) Minimum number of
) should clauses that have
) to match a document to
{ return it as a result
"_shards": {
"failed": 0,
"successful": 2,
"total": 2
7y
"max_score": 0.56109595,
*total®: 1,
"hits": {
"hits": [
(
» 34"y *130%;
“index": "get-together",
"_score": 0.56109595,
"_typen: "eventr
"_source": {
"attendees": [
prrened
"Michael",
"Ben",
"David"
1.
"date": "2013-07-31T18:00",
- "description": "Discussion about the Microsoft
- Azure cloud and HDInsight.",
"host": "Andy",
"location": {
“"geolocation": "40.018528,-105.275806",
"name": "Bing Boulder office"
}
"title “Big Data and the cloud at Microsoft"
)
)
1.
Ji
"timed _out": false,
“tookn: 67
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¥ curl 'localhost:9200/get-together/ search'

({

rquary®s {
"bool": {
must: [
{
reermts { Query that must
"attendees”: "david" match resulting
) documents
}
i
"should": [
{
reermts { First query that
"attendees": "clint" should match
} documents
I
{
termes { Second query that
"attendees": "andy" should match
} documents

}
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¥ curl 'localhost:9200/get-together/_search' -d '

{

query": {
nrangen: {
"created_on": { Specifies a date range
"gEn: "2012-06-01", using gt (greater than)
"lgn: "2012-09-01" M and It (less than)
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% curl 'localhost:9200/get-together/ search' -d'

eerme: {
"attendees": "david"
}
i
! "range" gte stands for
"date! greater than or
%2013-06-30T00:00" equal tn.
}
b
N
{
terms: {
"attendees”: ["clint", "andy"]
}
}

1. .. MaW ZFaNUlEE As the DRevious GUOLY v
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‘Tokenizer
"tokenizer®: {
"myCustonTokenizer=: {

“typer: "letcert Specifies custom
} takenizer oftype etter
Custom filters
)
"ileert: {

myCustongilterit: {

“erpets “lowercase Two custom token iers,

\ forlowercasing and
myCustomFilterz®: { ool
“type: "kstem" b g ke
)
+
Character filter
“char_tilter: (
s mcnasrittert Custom char e that
mappinger (pheser, rueyowt) | et cart
)
}
)
)
)
Mappings

“mappings® : { —
j o creatng the index
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BAECL =EVINE: * SOGRLIONEL SRDR/ Do,

{ Other settings for
“seccinger ¢ ( the ndex that weve
omer | o narase: 2, Covared bk
index-level umber_of_replicas a;
settings ndex": { Analysis settings
Tamatysist: { PR |
Custom analyzor i A8 Custom
— | the analyzer object: analyzer named
s oftype “mycustomanalyzer: { ey
custom. "type": "custom®,
“ethanizere: -aycustomToKenizer, TR
€iltern: (*myCustonPilterl®, "myCustonFilterz®], Lrodrssipasa
ehar Fiiter: [rmycustonchartilror: <
}
Specfes custom char e
Specifis two erstht ext shoud mpCustomCaier,that
S run through, myCustomFiter! il run beore ot

and myCustomFier? analysis
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"mappings" : {

"document" : {
"properties" : {
“name : {
"type" : "string", Specifying that the
"index" : "not_analyzed" name field is not
} to be analyzed
}
}
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"mappings” : (

"document" : {
"properties" : {
"description® : {
"typer : "string", Specifying the analyzer
"analyzer" : "myCustomAnalyzer” myCustomAnalyzer for
} the description field
}





ch05ex03-0.jpg
¥ curl -XPOST ‘localhost:9200/_ snalyze?analyzersstandard’ -d ‘share your

experience with Nosql & big data technologies'

"tokens" : [ {
"token" : "share"
"start_offset"
"end_offset" : s,
"type" : "<ALPHANUM>',
"position® : 1

bod
"token" : "your®,
"start_offset" : 6,
"end_offset" : 10,
"type" : "<ALPHANUM>',
"position® : 2

| o

o,
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¥ curl -XPOST 'localhost:9200/get-together’

(

"mappings”: {
i < The oriinal analyss
Vnisat: | using the standard
L S—— analyzer, can be left out
Sl o and is the default.
“analyzer": "standard",
"fields": {
"raw': {
vindex*: *not_analyzed®,  <— Arawversionofthe
“typstitetringf field, which isn't
i } analyzed
i }
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I N SO 2 O T

"_indexr
"eype
“ian ;e
“version® : 1,
Sum the | Found® : true,
documents | tern_vectora® : {
cachtermin | ugescriprion® ¢ (
this field field_statistics® : {
oceursin | woun_doc_treqr : 197,
‘doc_count* : 12,
e | w208
documents terms* : {
that contain “about {
this field eI
> "tokens® : [ {
“position® : 16,
“start_offset* : 50,
wm".“’z “end_offaet" : 95
location(s) that [l
thetermaan |}
befoundin | "and® : (
the field “term_freq® : 1,
tokens* : [ {
“position® : 13,
“start_offset* : 75,
“end_oftaet* : 78
13
b
"clojure® : {
“term_freq : 2,
“tokens® : [ {
“position® : 2,
“start_offset® : 3,
“end_offaet* : 16
bt
“position® : 17,
“start_offset* : 36,
“end_offset” : 103

¥
h

- More terms omitted

}

‘The field for which the
terms information is
returned
| The satisics for the
terms in this field

A_{

Object containing all
the terms in the field
description

Sum of all term frequencis in
this field; will be more than 0
ifa term occurs multiple times
in one document.

The term that belongs
With the provided data

The number of times the
term occurs in the field
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"token" : "experience",
"start_offsett : 11,
"end_offset" : 21,
"type" : "<ALPHANUM>',
"position® : 3

bt
“token" : "with,
"start_offset" : 22,
"end_offset" : 26,
"type" : "<ALPHANUM>',
"position® : 4

b
"token" : "nosql",
"start_offset" : 27,
"end_offset" : 32,
"type" : "<ALPHANUM>',
"position” : 5

bt
"token" : "big",
"start_offset" : 35,
"end_offset" : 38,
"type" : "<ALPHANUM>',
"position” : 6

bt
"token" : "data’,
"start_offset" : 39,
"end_offset" : 43,

"type" : "<ALPHANUM>",
"position® : 7

boA
"token" : "technologies,
"start_offset® : 44,
“end_offset" : 56,
"type" : "<ALPHANUM>",
"position” : 8

I

The analyzed
tokens: share, your,

| experience, with,

nosql, big, data,
and technologies

The analyzed
tokens: share, your,
experience, with,
nosq, big, data,
and technologies
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Input text

Analyzer

Output tokens
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el

“share your
experionce with Nosql &
big data technologies”

Gustom
analyzer

[Fere vour oxperioncs wion Wosas oni by aata veammotosies]

D e e | e | e e

Synonyms:
technologie:
tools
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curl -XPOST 'localhost:9200/myindex' -d

"settings" : {
"number_of_shards":
"number_of_replicas": 1

I

"mappings" : {

-

Mappings for

} the index

Specifying
one replica

Specifying custom settings
for the index, here specifying
two primary shards





logo.jpg
/I MANNING PUBLICATIONS
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€ @localhost:9200

{
“status” : 200,
“name” : “Karkas®,
“cluster_name” : “elasticsearch”,
“version’
“number” : *1.4.0°,
*build_hash® : *bcoabdsl298f81c656893abLddddd30a99356066"
“build_timestamp" : "2014-11-05T14:26:122",
*build_snapshot* : false,
*lucene_version® : "4.10.2"

}

“tagline” : "You Know, for Search”





08fig20_alt.jpg
group: group: group:
San Francisco Denver Denver
technology Clojure. Elastiosearch
group:
Bucharest member:
Elasticsearch oo
member: member: member: member: member: member:
Radu Igor Joo. Radu Joo. Lee
Node 1 Node 2
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group group:
San Frandisco Denver
tochnology technology
event: event
Elasticsearch Introducton
and Logstash 0 Hadoop
event: v event: event:
Document Relations = Logging and Introduction to
in Elastcsearch St Elastcsearch Elastcsearch
Node 1 Node 2
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group:

Denver technology
event: event:
event:

Logging and ; Introduction to
Eieicaearh Introduction to Hadoop B
Node 1 Node 2 Node 3
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User query:
find groups with “Denver” in the name
where Lee or Radu are members

auery:
bool:
should
name:lee Response:
name:radu id=1; id=4
query: Response:
bool: name=Denver technology group;
id:1 mus name=Denver search and big data
name: Lee name:denver
members:1,4
id:2
name: Roy
i¢:3 name: Denver technology group
name: Susan members: 1.2,3
id:4 name: Denver search and big data
name: Radu members: 1.4

Members index Group index
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Indexing
a person
twice, once
for each

person is

twice, once
for each

plrsseg

OeEl <XPOE. - Aobalholt RIN0/gerstogetins aasbes A0S a TP ! Y
"Eirat_namer: "Radu’,
"last_name" : "Gheorghe"

i
curl -XPUT *localhost :5200/get -together /menber/100027parent =2’ -d *
"fixst_namer: "Radu’,
*last_nane": "Gheorghe"
»
curl -XPOST 'localhost :9200/get-together/_refresh’
curl *localhost :9200/get-together/member/_searchepretty’ -d '{
"query*: {
S Fieat naners reaser Sovhion el
) B % person by name
"
#reply  *hitsr : ({  "_indext : "get-together', " typer
"membert,  _id" : 100027 scorer : 2.871802, *_source”
"firat_namer: "Radu’,*last_name': "Gheorghe') |, ( 7 indext :
"get-together®,  "_typa® : membert,  "_id+ : v10002%,

+acoren : 2.5040774, _source® : {
e g A e g e T T
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URL indicates where to
search: in the group type

¥ curl "localhost:9200/get-together/group/_search?\ a— Of the get-together index

elasticsearch\
&fields=name, location\ URI parameters give the details
esize=1\ of the search: find documents
spretty" containing “elasticsearch”, but
Flag to print the return only the name and
JSON reply in a more location fields for the top result.

readable format
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SHaL “ACELNONE I 2007 QU CORMIGL/ Ranbe L SeRITIpENCLY " 4
rquery™s {
“iilterear: (
siicern: (
e {
Ve oo o]

Searching forallthe members with
the same ID, which wil return all
the duplicates of this person

You need only the _parent eld from each
document, 50 you Know how to update.

docr: {
For each of £iret_namer: "Leer
the returned | |
documents, | }*
updatethe |  curl -XPOST *localhost:9200/get-together /menber/10001/_updatezpas
mameto | rdoc: (

First_namer: "Leer

1.





02fig10_alt.jpg
Port to connect to.
Protocol used. HTTPis  Elasticsearch listens
supported out-of-the-box. o 9200 by defauit Type name

N T .

http://localhost:9200/get-together/group/1

Hostname of the Index name Document ID
Elasticsearch node to connect to.
Use localhost if Elasticsearch
is on the local machine
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index ncex nex
oskiogemrevetz PR en— [rrm—ro—
e
(
o

Elasticsearch

Searchin Search Searchin
Iget-togetherlevent Iget-together!
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Elasticsearch

get-together get-together get-together
shard 1 shard 2 shard 0
replica replica replica
Node 1. Node 2 Node 3

Application’s view: logical layout

Administrator's view: physical layout
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Indexa

document.
Index a
document
toshard 1 Shardy
replica
Shard 1
e Index a
‘document
in replica.
Node 1 Node 2

Search request -
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curl -XGET 'http:

/localhost:9200/_cluster/health?pretty’

The cluster is now green

"cluster_name" : "elasticsearch", L
igtarnst: aieen, instead of yellow.
"timed out" : false,

"number_of_nodes" : 2, Two nodes that can handle
"number_of_data_nodes" : 2, data are now in the cluster.
vactive_primary_shards" : 5,

vactive_shards" : 10, <»—‘ Al 10 shards
relocating_shards" : 0, are now active.
initializing_shards® : 0,

"unassigned_shards

There are no longer any
unassigned shards.
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¥ bin/elasticsearch

inally running
[in another terminal window or tab] Elasticsearch node
% mkdir elasticsearchz from chapter.2
% cd elasticsearch2
% tar zxf elasticsearch-1.5.0.tar.gz
% cd elasticsearch-1.5.0 The newly started
k Binrelasticosarch Elasticsearch node
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Index name: get-together
Number of shards: 2
Number of replicas per shard: 2

get-together0
(replica)

get-togethert
(replica)

get-together0
(replica)

get-together1
(replica)

Shards for get-together
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get-together0 shard

Inverted index
Term Document Frequency.

elasticsearch | idl 1 occurrence: id1->1 time

denver 1d1,1d3 3 occurrences: 1dl->1 time, 1d3->2 times

clojure 1d2,id3 5 occurrences: id2->2 times, id3->3 times

data id2 2 occurrences: id2->2 times
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Node 1

Node 1 (upgraded)

After scaling vertically

Node 1

Node 2

Initial setup

After scaling horizontally
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curl -XPUT 'localhost:9200/get-togethex/_mapping/weekly-events' -d

{
rweekly-evencar : {
*eponarcisss: | Defines the custom date format.
exaven il Other dates are automatically
. type! 5 dfte . . detected and don’t need to be
; format": "MMM DD YYYY' explicitly defined.
}
}
}'curl -XPUT 'localhost:9200/get-together/weekly-events/1' -d '
{
"name": "Elasticsearch News", Specifies a standard date/time
"first_occurences "2011-04-03%,  <— format. Only the date s included;
“next_event": "0ct 25 2013 the time isn’t specified.
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¥ curl -XPUT 'localhost:9200/blog/_mapping/posts' -d '{
posts” : {

"properties" : { The default tags field is
reags® : { analyzed, which lowercases
veyper: Mstring®, and breaks the provided
windex": "analyzed", text into words.
nfieldsv: {
nverbatim": {
et TeE The second field, tags.verbatim,
" T Y " 3 -\ m,
) et Tagtieralysed is not_analyzed, which makes
) the original tag a single term.
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Search response:

Search
Successful shards: 2
Taquost Failed shards:
Search
request
Search e
in shard 0 Ll
165PON%e | partial
search
response

Node 1

Node 2
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"took” : 2, How long your request

"timed_out" : false, took and if it timed out
"_shards" : {
“total : 2,
"successful” : 2, How wiary shards
“failed : 0 vere queried
I
hitsn : {
"total® : 2, Statistics on all documents
"max_score" : 0.9066504, that matched
"hits" : [ {
"_index" : "get-together",
“type" : "group”,
oTiav : mav,
"_score" : 0.9066504,
“fields" : {
"location” : [ "San Francisco, California, USA" 1,
"name* : [ "Elasticsearch San Francisco"]
}
In}

}

The results
array
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Search for Results: Search for

“Elasticsearch” group:1, “Elasticsearch” Results:

in get-together/ event:1 in get-together/event event:1
1 T

ID: 1 1D: 1
Name: Elasticsearch Denver Name: Hadoop and Elasticsearch
Organizer: Lee Date: 2013-09-09T18:30
Type: group Type: event

Index: get-together
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doct doc2 Search for term Matches:
Name: Late Night with Elasticsearch Name: atenight “ate” doct

doct
“Terms for Name:
“late”, “night, “with",“elasticsearch

doc2
Terms for Name:
“latenight”

Index
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curl -XPUT 'localhost:9200/get-together/new-events/1' -d '{
"namer: "Late Night with Elasticsearch,
"dater: "2013-10-25T19:00"
e
curl localhost:9200/get-together/_mapping/new-events?pretty’
¢ reply( "get-together' : {
“mappings*® : {

"mew-events® ¢
"properties® : (
raacen o (
"eyper : ndater,
"format® : "dateOptionalTime" Deinctsthe o flelds
in
b well2s the type of
nepe each field
"eyper : mstring"
}
}

Indexes a new
document

Gets the
mapping
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L A T A R LN OREE W
( <

"index': "get-together”, Show one hit of Request matching all documents
Trtyper: veventr the response. but return the default first 10 of
Pl : all results ordered by date in
11 ascending order. You want only
eI 7] twofeds n the response: ile
T rdater: +2013-09-05m18:30", Sadtxs,
“titler: "Using Hadoop with Elasticsearch®
) The score is null;
wsoren: [ The fiered _source | | You're using asort and
1378751400000 document now contains | | therefore no score is

1 only fiered feds, | | caeulated.
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¥ curl 'localhost:9200/get-together/_search?sort=date:asc’'

Request matching all documents but returning the default
first 10 of all results ordered by date in ascending order





089fig01_alt.jpg
% curl 'localhost:9200/get-together/_search' -d
query: {

"match_all": {} Returns results
¥ starting from

vErom: 10, the 10th result Returns a total of
< max 10 results
"size": 10
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% curl 'localhost:9200/get-together/ FIDRUSHE mstciing 88 events
_search?sort=date:ascag=title:elasticsearch' ‘with the word “elasticsearch”
in their title
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Get shit1

shirtt
Caption: Learning ES
Now Price: 1

Update1 otrioves the existing document (sht).

Getshit

shirtt
Caption: Learning ES
Price: 1

Later

<

Whio update1 s applying changes, concurrent
update2 s rotioving the document

Index shirt1
Caption: Leaming ES
Prico: 2

shirtt
Caption: Learning ES
shirtt indexed Price: 2.
successfully

Even later

update1 fnishes ndexing th iniial document with s changes. —

Index shirt!
Caption: Knowing ES.
Price: 1 shirt]
Update2 Caption: Knowing ES
(fnishd Prico: 1

processing)

shirtt indexed
successfully

Inthe end

Without concurrency contol, update2 s unaware
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curl -XPUT ‘'localhost:9200/online-shop/shirts/1* -4 '

( Seript
" ": "Learning Elasticsearcht incrmenting th
™ e = price fied with
}curl xPOST "localhost:9200/online-shop/shirts/1/_update’ -d +{ | Meviliefrom
price_di
"acript®: "ctx._source.price += price diff",
rparams: {
. SPELCe:SLEET: Y Optional params section for
assigning values to variables

used in the script
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Update1 waits

+ curl -XPOST 'localhost:9200/online-shop/shirts/1/_update' -d '{ ::::‘;:ﬂ';
Eeeeies St b et e g s oLl

t curl -XPOST *localhost:9200/online-shop/shixts/1/_update’ -d '
acript: *ctx..source.caption = \-Knowing Elasticsearch\”

f update2 runs within 10 seconds,
it forces update to fail because it
increments the version number,
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Getshirt!

shintt
Caption: Learming ES.

Now
update2
et capin=
Knowing ES,
Lt
ndo st
Coptn oo £5
e 15
Update2 (Increment version 1)
[ S—
procssng)
it nderea
socsmshly
nthons
[
Capton;Loaming &5
icers

(increment version 1)

Errorl Version
s already 2!

Even later
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Searches all event Searches

types in alindices theentire | Searchesthe
cluster geviogether (L

* curl 'localhost:5200/_search' -d '...' <— index Saarthat
% curl *localhost:5200/get-together/ gearcht -d ... e
¥ curl 200/get -together/event /_search' -d ' et
+ curl £9200/_al1/event/_search' -d ' togeier
+ curl *localhost:5200/+/event/_search' -d *...' index
% curl *localhost :5200/get-together, other/event ,group/_search' ~d '...*
% curl 'localtost:9200/+get-toge®, -get-together/_search' -d '...' <—

Searches the event and Searches allindices that

group types in the get- start with get-toge but not

‘together and other indices the get-together index
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¥ curl 'localhost:9200/get-together/_ search?from=10&size=10'

Request matching all documents with from
‘and size sent as parameters in the URL
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are unassigned
vecauso they cannot
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SEWEIG 127.0.0.1:9200

1 GET _search 3
2-1{
3+ "query": {
4 match.all’: {3,
S
B6- } | filtered APT
7-} field APT
custom_filters_score AP

more_like_this_field APT
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curl 'http://localhost:9200/_cluster/state/master_node,nodes?pretty’

. The ID of the node
"cluster_name* : *elasticsearch”,
NiadtesTaiant 7 ANGH iNmey ARG, currenty elected s master
Tmodest = { First node in

53DQs - LWRrqyrLmdDs_7wQ" : { tha thiseer

"name" : "Kosmos",
"transport_address" : "inet(/192.168.0.20:9300]",
rateributest ¢ { }

}

"Ry1g633AQNSnabsPZRKIRQ" ¢
“name" : "Bolo",
"transport_address® : "inet(/192.168.0.20:93011",
rattributes® ¢ { )

Second nodein
{ the cluster

}
}
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curl -XPUT 'localhost:9200/get-together/ mapping/nested-events' -d

"properties: {

"title": { "type": “"string" },
"attendee-name": {
“type': "nested",

“properties”: {
“firser: { “typens
"lastr: { "typer

“string” },
"string" }

Defining attendee-name
as nested
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“What nodes do
you know about?”

“These are the
nodes | know about.”

“What nodes do
you know about?”

“These are the
nodes | know about.”
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Step 1. Add mapping:
PUT ovents!_mapping
propertes:

e
type: string

Step 2. Register queries:

query:
1 maten
titl: elasticsearch

aquery:
2 match:
tite: python

Elasticsearch

Step 3. Percolate:
tite: Introduction
to Elasticsearch

Matches: 1
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Multicast sent to the entire network:
Are there any other Elasticsearch
nodes out there?

Response—joining
the cluster
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Registered queries:

query:
1 match:
title: elasticsearch

query:
2 match:
title: python

Elasticsearch

Percolate:
title: Introduction
to Elasticsearch

Matches: 1

New event on
Elasticsearch!

Users





0d-fig10_alt.jpg
Aophcaton Nars

ED roinee st posony oo Wk oo

-
[P R———————
[P —
[ ———————

S

o 191 T 714201 25T

S—

(ST
oo 18 T 71420 T
o 8 T 7120 T

ARIEARE R R

IR AR AR AR R A A





265fig01.jpg
discovery.zen.ping.multicast:
group: 224.2.2.4

port: 54328 An address of null
tel: 3 means to bind to all
address: null network interfaces.

R L O DT
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curl -XPUT localhost:9200/_cluster/settings -d '{

)

“transient® : {

}

"cluster.routing.allocation.exclude._ip" :

This setting is transient,
meaning it won't persist
through a cluster restart.

"192.168.1.10"

192.168.1.10 is the IP
‘address of Node1.
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Node 2 Node 3
[ tes0 testt
[ 2 ] test2
[ tess testd
[ e ] testo
[ testt }/ test3
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Step 1. Mult percolate

postt
title: New Elasticsearch Release

post2.
title: New Elasticsaarch Book

post matches: 1,2
post2 matches: 1.3

Step 2. Bulk index

postt

fitle: New Elasticsearch Release
tags: [elasticsearch, reloase]

post2

titl: New Elasticsaarch Book
tags: [elasticsearch, book]

Type: percolator

aquery:
1 mateh:
tie: elasticsearch

aquery:
2 match:
tite: release

aquery:
3 match
tite: book

Type: posts

postt

ta

postz

title: New Elasticsaarch Book
tags: [elasticsearch, book]

fitl: New Elasticsearch Release
[elasticsearch, release]

Index: blog
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Node 2 Node 3
test0 test1
test2 test2
test3 testd.

N
testd

The test0 and test3 replicas
get turned into primaries.
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curl -XPUT ‘localhost:9200/get-together/.percolator/2' -d '{

Lol ( Query matching groups about
“*name*: “elasticsearch" Etasticsearch; the parcolator 1D 2
i s not related to group D 2.
}
1 Percolatng the
T I Rl [ iri vor-- SN

Denver group (ID 2)
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“Yep, I'm alive.”

“Are you alive?"

7

No response, so the node —
will b decisrad disconnsched
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PUEES ERNVE APCHLNOEE SMOUF gL SONSCUNT -FeSORLBRar/s’ <

"query": {
“nested”: { "path": "attendee-name", Registering 3
"query”: { nested query
"bool": {
“must: [
{ "matene: {
"attendee-name.first": "Lee
.
{ *matenr: {
"attendee-name.last": "Hinman"
H
)
}
}
}
}
}e
curl 'localhost:9200/get-together/nested-events/_percolatezpretty’ -d '
rdocn: {
"title": "Percolator works with nested documents",
"attendee-name”: [
{ "first": "Lee", "last": "Hinman® }, I ——
{ "firste: "Radu”, "last": "Gheorghe' }, will match e
{ “firstn: "Royn, vlastv: "Russor } registered query.
1
)

i
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Logstash

doc1: Elasticsearch Logstash

lasticsearch ——» Flasticsearch





app03ex09-1.jpg
$ reply

*highlight": {
“content*: [*<emsBlasticsearche/em> <em>introc/ems - first you get an
w <em>intro</ems of the core concepts, then we move on to the advanced
stuten)
i
curl Localhost 13200/ test -postings/_search?bretty -d '1 | i meponats.
“quezyn: { even though it's not
“match_phrase®: { part of the phrase
"content": "Elasticsearch intro
}
h
*highlight®: (
rencodex*: *html*,
“eieldar: (
"content”: {
seyposs "biaint
}
} With the Plain
i ) Highlighter, only the
i phrase is highlighted.
"highlight : {
“content® : [ "<em>Elasticsearchc/em> <em>intro</ems - first you get an

= intro of the core concepts, then we move on to the advanced stuff ]

}
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'

}
b
"mappings": {
nevent " :
"Prvper\g.)es'- { English analyzer does
“description”: { stemming on the default
“Eypen: tatrisg", feld, matching search
ranalyzer": "english", with searching
"term_vector®: "with positions offsets",
fields™: {
"suffix": {
"type: "string", Custom analyzer takes
"analyzer®: "my-suf€ixt, suffixes only, matching
"term_vector": "with positions offsets' | elasticsearch with
} search
i }
)
}
}

curl -XpUT localhost :5200/multi/event/1 - '{
“asscriptiont: relasticsearch is about searching
)
curl localhost :9200/multi/_refxesh
curl -XGET localhost:5200/multi/event/_search -d'
(
rquery* {
“multi_matohs: (
“querye: "searchr,
*fieldse: (“descriptiont, *description.sutfix']

veyper: "plain®,

fields: {
“escription®: (),
*description.suffix': () Plain
) Highlighter
) can highlight
e only one.
¢ reply match or
highlight": { e oche:

"description’: ["elasticsearch is about <em>searchinge/ems"],
Taascripticn. mibfixty. [censelastiosssrhc/ons in shout searching™)
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curl -XPUT localhost:9200/multi -4 '{
"settings": {
analysis*: {

"analyzer®: Custom analyzer that
“my-suttixt: accounts for only the
"tokenizer': "standard®, astfive letters of

"eiltert: (vlowercase", “suffix"] each term
)
)
“eileert:
"augeixe: (
yper: "edgencran®,

in_gran®: 5,
ax_gran®: 5,
"sider: "back®

}
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Summary

Node Name:
IP Address:
Node ID:

ES Uptime:

File System
Store Size:

# Documents:

Documents Deleted:

Merge Size:
Merge Time:
Merge Rate:

File Descriptors:
22 Index Activity
Indexing - Index:
Indexing - Delete:
Search - Query:
Search - Fetch:
Get - Total:

Get - Exists:

Get - Missing:

Marsha Rosenberg
127.0.0.1:9300
UpSR1TeWSISLBIFKNcGGmw

0.00 days
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20
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curl localhost:9200/get-together/_suggestipretty -d '{
"dym-attendees®:

"text: "abut using elasticsarch”, Suggester type
"phrase": { a—{ changes to phrase

"field": "description”,
"highlight": (
"pre_tagt: "cem>t, Highlighting needs tags, like the
"post_tag": "</em>" ‘ones you saw in appendix C.





ch06ex02-1.jpg
I

“mappings®: {
*mytype": {
"properties”: {
"titler:
“type" (~smng-v, Using the custom
"similarity": "my_custom_similarity" similarity for a field
}






ch09ex09-0.jpg
§ SOl SSECET TROCiuosT RSN/ Slinnee

{

"actions

{
*add": {
“index": “"get-together”,

t

"alias": "es-groups",
"eileert: { Adding a filter for the

“tern": {*tags": "elasticsearch} es-groups alias for the
) elasticsearch tag

}
}
1
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‘The name of the alias you're

list of ndex names, a pattern to § retrieving. Can be either an alia

‘match, or can be left blank

curl -xoET

curl -xGET
curl -xoET
curl -xgET
curl -XGET

Retrieve allindices
‘with allas myalias.

*1ocalhost :9200/ {index) /_alias/{alias} '

*http://localhost :3200/myindex/_alias/myalias’
‘hetp://localhost :9200/myindex/_alias/*!  <—
"hetp://localhost :9200/_alias/myalias’
*http://localhost :9200/ _alias/logs-+"

Retrieve allindices with alases that
‘match the pattern logs-*.

name, a comma-del
—_ L or a pattern to match against.

t,

7] Retrieve alias
myalias for
index myindex.

Retrieve all aliases
for index myindex.
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curl localhost:9200/get-together/_suggest?pretty -d '{
"dyn-attendees": {

“textrs "mick", Get only the suggestion

"term! { with the highest score.
"field": "attendees",
"sizer: 1, Score depends on the suggestion's
"sorth: "Erequency”, frequency more than on how close
"suggest_mode": "popular® it is from the given term

}

) Provide only suggestions with higher

frequencies than the given term.






ch06ex02-0.jpg
curl -XPOST 'localhost:9200/myindex' -d'{
"settings®: {
"index':

vanalysis®: { (The same of the
custom similarity
b i
"similarity": { The similarity type;
"my_custom_similarity*: { OJ BM25 in this case
"Eype": "BM25",
" 1.2, Configuring the s
b 0.75, variables, k1 and b, and turning
*discount_overlaps”: false off overlap discounting in this case

}
}
}
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"mappings": {
"get-togethern: {
"properties”: {

ntitlen: { Similarity to use for
"typer: "string", this field; in this
"similarity": "BM25" case, BM25

)
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curl 'localhost:9200/get-together/ alias?pretty’

{

nget-together" : {

"aliases" : { The gt-alias alias
"gt-alias" : { } poimstothe.

} get-together index.

}
}
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# reply snippet

"hits" : { Search doesn’t return any
"total" hits because of the typos.
"max_score" : null,

*hits® : [ )
).
"suggest” : {
"dym-members" : [ {
"textn : "leee,
"offset" : 0,
"length" : 4,
Lo
"leen, <
: 0.6666666,
3
For each term in
the input text,
"text" : "daneil", you get an array
"offset" : 5, of suggestions.
"length" : 6,
"options" [o{
"text" "daniel", o

"score" : 0.8333333,
"freq" : 1
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Index name, _all, a comma-delimited st | { The name of the allas

‘of index names, or a pattern to match | | you're creating.
curl -XPUT *hetp://localhost:5200/ (index)/_alias/{alias}" Create alias myaias
on index myindex.

curl -XPUT 'http://localhost :9200/myindex/_alias/myalias’
curl -XPUT 'http://localhost:9200/_all/_alias/myalias'
curl -XPUT 'http://localhost :9200/1ogs-2013, logs-2014/_alias/myalias’

curl -XPUT ‘heep://localhost :5200/1ogs-+/_alias/myalias'
Create alias

Create alias myalia on both indices, Create alias myaliason allindex myalison
indices.

Jogs-2013 and logs-2014. names that match the pattern logs-°.
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curl localhost:9200/get-together/group/_search?pretty -d '{

"query": {
“match: {
"members”: "leee daneil" Each suggestion
} has a name.
i
"suggest”: { _
»dym-meubers¥: { Input tat from :Inch to
"leee daneil”, generate suggestions.
"members" Suggester type
! Field to get

} suggestions from






157fig02_alt.jpg
curl -XPOST ‘localhost:9200/get-together/ search?pretty' -d'{
"query": {
"query_string": {

"query": "elasticsearch3 AND \"big data\"" Boosting a specific
}

term by 3witha
),) ~3 suffix
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curl -XPUT localhost:9200/shop -d '{

"settings":
“analysis®: {
vilterts { Reverse
" ing" " v " token filter
§ reversing": { "type": "reverse" }
“analyzer": {
"standard_reverse": {
"type": "custom"
“tokenizer': "standard", Analyzer similar to the
“filter": [*lowercase, "reverse'] standard analyzer, except
) it reverses tokens

2%
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_id%: "10%,
+Zindex: "get-together",
“Zacore": 1.377483,
“Zaource": {
"description”: “The Denver Ruby Meetup®,
"name": "Denver Ruby"

b

"_type": "group"

b
{
" ddr: ma2v,
»Tindexr: "get-together”,
" score": 0.9642381,
sourcer: {
"description": "Mensen die genieten van het gebruik van
Ruby",
"name": "Amsterdam Devs that use Ruby"
b
"_type": "group"
)

¥
"max_score": 1.377483,
ntotal®: 2






0f-fig04_alt.jpg
Input text

“ifone accessorie™

Reverse pre-filer

Bocumant

“iphone accessores”

!

Standard
fiold

iphone.

accessories

Direct
generators

‘accessorie --> accessories.

Reversed
fiold

Direct
generators

enofi ——> enophi

Phrase.
suggestion

“iphone accessories”

Reverse postfiter






157fig01_alt.jpg
curl -XPOST 'localhost:9200/get-together/_ search?pretty' -d'{

"query": {
"multi_match": {
nquery": "elasticsearch big data", The name field being
“fields": ["name"3", "description"] boosted by 3 with
) the *3 suffix

}
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¢ ourl “INOST 'l0GRILONLI9200/get-LOgethRT/gronp/
_search?routing=denver, ansterdan’ -d'

Executing a query witha
{ routing value of denver
“query": { and amsterdam
*match": {

"name": "ruby"

*hits": {
"hits

{






0f-fig03_alt.jpg
oasnene

“micksits”
“mike shows"
Unirams /7, TEm Prase N\ ondumprams
9ams_ candidates suggestions g
mick [ mik =-> mick mick shows mick
Inputtoxt
s sis ot mick its

— | candidates

Ranked suggestions

mike | mik --> mike.

Lt 1. mike shows.
2. mick shows
mike

mike shows

shows.
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curl -XPOST 'localhost:9200/get-together/ search?pretty' -d'{

"query": {
"bool": {
"should": [
{
"matchr: {
"description”: { i
"query": "elasticsearch big data", Query-time boosting
"boost": 2.5 of this match query
}
}
i
{
"matchr
"name" : No boosting for the
"query": "elasticsearch big data" second match query
}

}
il





287fig01_alt.jpg
§ OUES SERORY T AO0RLUONTL S FA0N/ QAL “EORALINE ; SrOup) LI rOm. 0y -
(

“name": "Denver Ruby", Indexing a document with
(At IR e By st a routing value of denver
 curl -XPOST 'localhost:9200/get-together/group/11?rout ing=boulder’ P
(

“name": "Boulder Ruby", Indexing a document with

"description: "Boulderites that use Ruby" the routing value boulder

+ curl -XPOST 'localhost

msterdan

200/get -together/group/127rout in

"name": "Amsterdam Devs that use Ruby",
“description”: *Mensen die genieten van het gebruik van Ruby"
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§ reply snippet
"dym-attendees” : [ {

“texe® : "abut using elasticsarch®, Suggestions for

noffset” : 0, the overall text,

“lengehr : 23, ranked and

roptions : [ { highlighted
"text® : "about using elasticsearch',

“highlighted” : "<em>about</em> using <em>elasticsearche/ems",
“score" : 0.004515128

bt

"score" : 0.002511514 ;“f‘m’l“""
hoA
11

11
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acknowledged s true| Counting all the
[ aedsicius) J ‘groups in the get-
g curi 1 localboat 9200 getstogethar group/ ‘count<d? together index
(
"query"s {
"match_al1":
| 0 Five groups in
) the get-together
("count?:5,"_shards": {"total®:2, "successful:2, "failed":0}} Index
S curl *localhost :5200/es-groups/group/_count’ -d' Counting althe groups
( in the es-groups alias
"query": {
"match_a1l
| e 0 Two groups in the
i es-groups alias; the
results have been

(count:2,_shards®: {*total":2, "successful :2, "failed=:0)) o—| fesdshavebeen
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curl -XPOST 'localhost:9200/get-together/group/4/_explain'

{

b
{

"query": {
"matchv: {
"description": "elasticsearch"
)

)

»_iaw, agh;

"_index": "get-together",
"_type": "group",
"explanation": {

4 i R : " Explanation of why
description": "no matching term", e dociment ke
"value": 0.0 e

) match the query

"matched": false
Flag indicating whether the
document matched the query

=g





158fig02_alt.jpg
i
miter : (
“cotal® : 3,
“max_score® + 0.4809364,
*hite" : [ {
+ ohardr : o,
*Tnode® : “HueI0xdsTINZT_gbaLipw"
“Tindex® ; "get-together®,
“Teyper : growp*,
i e
“Cocore : 0.4809364,
+source": {
“name®: “Elasticsearch San Francisco",
“organizert: "Mike,
*description': “Elasticsearch group for 5 users of all knowledge levela',
“created_on': *2012-08-07",

“tage": ["elasticaearch, “big data®, *lucene*, open source’],
“menbers®: ("Lee", “Igor+],
Topdevel | *locations: *San Francisco, California, USA" _explanation contans
| 5 an explanation for the
for this »_explanation® : { docuumenty bcore
document “valuer : 0.4805364,
*description" : "weight (description:elasticssarch in 1)
(rexpieldsinilarity], reault of:*,
Lovirs “aetailet ;0 {
“value® ; 0.4809364,
e “description® - *Eieldweight in 1, product of:",
i “aetaile" ;[ {
“value® © 1.0,
*description" : *tf (frege1.0), with freg of:*,
*details® : [ { Compasite
"value® : 1.0, ports
“description® : "termFrec coml
T to make the
ol il score
“value® © 1.5389565,
*description" : *idf (docPreqes, maxDocss12)®
b
rvalue® : 0.3125,
*description" : +fieldvorn (doce1)®
1
1
)
k3
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11
)

% curl -XGET 'localhost:9200/get-together/

_search_shards?preteysrouting=denver

Using the search shards
APl with the routing
value denver

{
“nodes® : {
"aBFYkvsUQkuAPTaNTuuxW" ¢
"name® : "Captain Atlas",
“transport_address” : *inet(/192.168.192.16:9300] "

}

"shards” : [ [ {
sk
e ooy shrd 1
"shard" : 1 Ly

"indext : "get-cogethert
Y1
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curl -XPOST 'localhost:9200/get-together/_search?pretty' -d'

{

"query": {
"matchr: {
"description”: "elasticsearch"
) Setting the
b explain flag in

"explain": true the request body
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TmappingsT: 1

"products®: (
"properties": {
“product <
i ,(mmg product field s analyzed
ita 1 with the standard analyzer,
: product. reversed is reversed.

“reversed®: { P

"type": "string",
"analyzer": "standard_reverse"

p
curl -XPUT localhost:9200/shop/products/1 -d '{
"product”: "iphone accessories’

p
curl -XPOST localhost:9200/shop/_suggest?pretty -d *{
rayme: {
"text": "ifone accesorie",
ephrasets { max_errors dictates how
"£ieldr: "product”, many corrections are
“max_errorshs 2, allowed in a suggestion.
"direct_generator": [
(
"field": "product",
"prefix_lengtht: 3 Regular generator
b corrects suffixes,
( reversed generator
"gieldn: "product.reversed", corrects prefixes
"prefix_length": 3,
"pre_filtert: 'standard_reverse",
"post_filtert: "standard_reverser
) }
}
}
b
¢ reply snippets
"textt : viphone accessories",
"scorer : 0.48023444 Both terms
“text® : viphone accesorie”, are corrected
"score" : 0.38765374 in suggestions.
“textr : "ifone accessories”, <

mecrat i O ASEAGOLT
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Executing
the search
shards API

without a

routing.
value

ol o et MR ool et el L o oo ik ot

"nodear : {
"aEFYkvaUQkudPTzNTuwx" ¢
“name" : *Captain Atlas",

“transport_address” : *inet(/192

“ehards® : [ [ (
"stater : "STARTED",
*primary® : true,
*node® : "aEFYkveUQkut PTNzTuwxw"
*relocating_node* : null,
"shard® : 0,
"index" : "get-together®

b1
state : "STARTED",
"primary® : true,
*node® : "aEPYkvaUQkusPTaNZTuWRW"
*relocating node* : null,
“shard® : 1,
nindex" : "get-together®

165.192.16:9300) "

Both shard 0 and
shard 1 il perform
the request and
return results.

Nodes the request
will be performed on





275fig01_alt.jpg
curl -XPUT 'localhost:9200/_cluster/settings' -d

"eransient® : { Setting this to none

“cluster.routing.allocation.enable” : "none® means no shards can be

) allocated in the cluster.
o
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curl -XPUT 'localhost:9200/smart-percolate' -d '{

“nappings®: (
weventr: {
~propertiest: {
e -t " ) Create a new index vith
} ‘the title field in the event
«’percolator*: { mapping and the query
“propertiesn: { objectenabled.
“query*: { "type®: "object*, “enabled®: true }
)
}
)

y





0e-fig04_alt.jpg
Shard 0 | | Shard 1

Shard 2

Shard 3

shard 0 | | Shard 1

Shard 2

Shard 3

Node 1

Node 2.

Node 1

Node 2
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"MCUL2T6VTSOGEAjSEUI -Zw"
"name" : "Toad-In-Wait
"transport_address"

"ip": "192.168.0.10",

4
ing",
“inet(/192.168.0.12:9300]",

"host”
"version®

“Corinth®,

1.5.07,

"hetp_address”

curl *localhost

"inet[/192.168.0.12:9200] *

"cluster_name" : "elasticsearch”,

"routing_table"
“indicest : {

{

200/_cluster/state/routing_table, routing_nodes?pretty’

Retrieving a fitered
cluster state

"eest® : {
"ahards® : {
Shortened to fit
) } on this page
}
g
“routing_nodes” : {
“unassigned” : [ 1,
"nodes® : {
+36G7qQNBTB- Loz 7VSITQ" : [ { This key lists each node
JEERCR ; MSTARTEDE, with the shards currently
"primary" : true, assigned to t.
"node" : "JGG7qQUBTE-LN£o2IVSITQ",
"relocating_node* : null,
"shard" : 0,
"indexr : "testr
bt
"state" : "STARTED",
"primary" : true,
"noder : *JGG7qQUBTB-LNEOZIVSITQ",
"relocating_node’ : null,
"shard® : 1,
"indext : "test®
bt
"state" : "STARTED",
"primary" : true,
"node : *JGG7qQUBTB-LNEOZTVSITQ",
"relocating_node" : null,
vsharar
"index
Yo oedd,
"MCUL2T6VTSOGEAISEUI-Zw" : [
"state" : "STARTED",
“primary* : false,
"node® : *MCULZTGVTSOGEAJSEUI-Zw",
"relocating_node" : null,
vshara® : 0,
"indext : “test®
bt
"stater : "STARTED",
"primary" : false,
"node® : "MCULZTEVTSOGEAJSEUI-Zu*,
"relocating_node® : null,
"ghard® : 1,
vindex* : rtest"
bt
"state® : "STARTED",
"primary" : false,
"node® : "MCULZTEVTSOGEAJSEUI-Zu*,
“relocating_node* : null,
“shard" : 2,
"indext : "test®
3 i)
}
I

"allocations"

t
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You can use the
bulk APL o
egister queries,
ust s you've
used the ndex
APl 5o far.

Multipercolate
will return
matches.

for each
percolated
document.

{"query®: {"match®: {"title®: “elasticsearch"}}}

{rindext © {=_indexs : "blogt, *_type" : *.percolatort, *_id": "27})
{"query": {"match®: {"title®: "release"}}}

{"index" : {*_index* : "blog", "_type" : ".percolator", *_id": "3"}}
{"query": {"match®: {"title*: "book"}}}

3 bulk_requeste_queries

curl "localhost 19200/ bulkzpretty --data-binary sbulk requests queries
echo ' ("percolater : {*index* : “blog®, "type® 1 postar})

{ndocr: {reitler: "wew Blasticssarch Releaser}}

{rpexcolater : (+index~ : "bloge, "eype" : “postar}}

{rdoc": {*title": "New Elasticsearch Book"}}

- pexe_requesta

curl " localhost 15200/ _mpexcolaterpretcy’ --data-binary dperc_requescs
echo *{*index" : {"_index® : "blog", " type* : "poster)}

{"title": "New Elasticsearch Release", "tags": [“elasticsearch®, "release"]]
{indexr + (= index+ : "blogn, * type" : *postat}]

{rcitien: "ew Elasticaearch fook", rtaga: (“elasticasarcht, "hook"]}
5 bulk_requesta

curl *lozalhost 15200/ _bulkzpretey! --data-binary abulk_requests

Knowing which tag corresponds to which
o gy b it el
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.

(

curl -8 'localhost:19200/_nodestpretty*
"cluster_name"
*nodes” : {
"1FA3ANXiQlug-OeJztvaeh : {

"name” : "Hayden, Alex",

“transport_address" : "inet([/192.168

"ip": "192.168.0.10",

“host” : "Pertht,

“version® : "1.5.0%,

"http_address" : "inet[/192.168.0.10

{

"inet(/192.168

"elasticsearch”,

b
"JGG7qQMBTE-LNE0Z7VS97Q"
"name" : "Magma",
“transport_address"
ip": *192.168.0.10%,
“host” : "Xanadu",
“version® : "1.5.0%,
“http_address" : "inet[/192.168.0.11

: 19

First retrieve the list of
nodes in the cluster.
‘The unique ID
of the node
.0.10:93001 %,
1P address of the
node that was
+92001 % decommissioned
-0.11:93001%,
+92001*
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b il S PO b i B
*mappings®: (

posta: {
“propertican:
meitler: { Create theindex first, with the
“eyper: "string® ‘mapping for the it feld.
)
}
)

)
3
Y L T S

rmt i Nl % BEF;

A





278fig01_alt.jpg
Notice all
the primary
shards are on
one node, the
replicas on

+ curl -xeET

2 19.50b

*localhost :9200/_cat/allocation?v:
shards disk.used disk.avail disk.total disk.percent host

36190

192.168.152.16 Molten Man

2 1%6.5ab

36.190

152.168.192.16 Grappler

+ curl -xGET
index.

get-together
get-together
get-together
get-together

232,69

232,69

“localhost :9200/_cat/shards?v'
shard prirep state

o

o
i
1

®

P

STARTED
STARTED
sTARTED
STARTED

docs store ip

12 15,1k 192.

12 152k 192
8 11.ak0 192
8 11.4kb 192

168.192.

168,192

1681192

168,192

16
16
16
16

ip  node
84 Xanadu.local

84 Xanadu. local

node
Molten Man
Grappler
Molten Man
Grappler
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curl -XPUT 'localhost:9200/shop' -d '{
“mappinga®: {
nitemsn: {
"propertiest: {
"namen: { *typer: "string® }
}
e
".percolator": {
“properties®: {
“query": { "type": "object®, "emabled®: true )} Enabling the query
) object wil let you

} aggregate on
query serms.

Queries will run on the
me field, 5o you define
it in the mapping.
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.
“ad_price: 5.4 B
e

curl -XPUT 'localhost:9200/blog-ad/ .percolator/2' -d '{

Sy |
"matcht: {
"textt: nused cars"
)
g
"ad_pricet: 2.1 o

curl *localhost:9200/blog-ad/posts/_percolaterpretty’ -d '{
doc": {
“text": "This post is about cars"
N
"query": {
"function_score": {
"£ield_value_factor": { Function score query makes
“ad_pricer the score equal to the ad price

“gielar
I
} How many ads
} you want to show
vsizer: 5
taortl: 2 mcRas Specify that you sort on score,

‘which is now the ad price.

Add a price
metadata field to
the stored query.
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cluster status node.total node.data shards pri relo init
unassignelasticsearch red 2 2 a2 22 o o 2

§ curl -XGET 'localhiost:9200/_cluster/state/master_node,nodestpretty’

“cluster_name® : "elasticsearch", Retrieving a st of nodes
"master_fiode" : *5jDQs-LWRrqyrLmDS_TwQ", as well as which node is
"nodes” : { the master using the
“53DQs-LwRrqyrLmdDS_7wQ" : { JSON API...
“name* : "Kosmos",
“transport_address® : "inet[/192.168.0.20:93001",

"attributes" : { }
b
"Ry1g633AQmSngbsPZVKGRQ" : {

“name" : "Bolo",
“transport_address" : "inet[/192.168.0.21:9300]", L
ﬂa[mssu} () .and doing it with

) the _cat API. The
) node with “m" in the
‘master column is the

) ‘master node.

% curl -XGET 'localhost:9200/_cat/nodes?v'

nost heap.percent ram percent load node.role master name

Xanadu.local s 56 2.29 d . Bolo

G S 4 R % s S
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curl -XPUT 'localhost:9200/blog-ad/' -d
mappings”: {

"postst: {
"propertiest: {
ntextn: { Obligatory mapping for the text field
“typen: "string® in the posts, on which queries wil run
}
}
N }
b
curl -XPUT 'localhost:9200/blog-ad/ .percolator/1' -d '{
rquery": {
"matchr: {

AR Mk Saker
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ourl ~XOBT *looninost:$200/_clusrer/healthiprecty’

{

v

"cluster_name : "elasticsearch”,

"status® : "green",
"timed out® : false
"number_of_nodes” : 2,
“number_of_data_nodes" : 2,
"active_primary_shards® : S,
"active_shards" : 10,
"relocating_shards® : 0
"initializing_shards"
“unassigned_shards® : 0

curl -XGET 'localhost

200/ _cat /health?v'

Checking cluster
health using the
cluster health API

Checking cluster
health using the
_cat AP





275fig02_alt.jpg
curl -XPUT ‘localhost:9200/_cluster/settings' -a '{
“transient” : { Setting this to all means all

"cluster.routing.allocation.enable® : "all® shards can be allocated,
) both primaries and replicas.
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IR <REOE - J00RIDWIEL TN SNEE “DRTORIATEY <DRROSIaLRTIL T S L

Adda
"query: {
"match”: { Elasticsearch
ntitlen: "Elasticsearch Aggregations™
)
)
)
curl 'localhost:9200/amart -percolate/event/_percolatezpretty! -d '{
ndocn: (
“eitlen: "Nesting Elasticsearch Aggregations”
b,
*filtert: {
nquery": {
"mateh®: (
"query.match.titlen: "Elasticsearcht P ——n
¥ ‘aggregations, but filter only
j } queries about Elasticsearch.

query about

aggregations.
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curl -XPOST ‘localhost:9200/ allases’

(

ractions: [
(
raddr s (
"index': "get-together",
“alias' "gt-alias"
)
N
{

"remover: {
"index
ralias

nold-get-together",
"gt-alias"

The operation—in
this case, adding an
index to an alias

The index get-together will be
added to the alias gt-alias.

Aremove operation
to remove an index
from an alias

The index old-get-together will be
removed from the alias gt-alias.





09fig09_alt.jpg
Client

Queries can be handied by ail copes

ofhe data, nthis case the copy on
ode 1 and the copy on node 2.

| .
—

Node 3 has no copy of the
gottogather 0 shard, 5o cannot
handie search requests.

\

Comten )

Node 1

Node 2

Node 3

Even more copies of the data
are avaiabie, so more nodes can
handie search requests.

S,

Client

Now hat thera i an additonal
epica, nodo 3 can porform
Queres and aggregations.

\

Comones |

Node 1

get-togetherd

Node 2

get-ogetherd

Node 3
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Showing results for elasticsearch
Search instead for elasticsaerch
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get-togetherd

get-togetherd

Node 1

Node 1

Node 2

Elasticsearch cluster

Elasticsearch cluster \

Node 2 is empty because
there are no shards that

i R R
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i L e e S 80 s Sl

SgtiaEyn{
"matcht: {
"name": "cheap PC Linux® —
}
,_) Registering some
" . " 2 o queries that look
Cu:;ue}:;'{r (localhosl.9200/shop/.percolator/2 a '{ e Seehes:
"matchr: {
"name": "cheap PC" P
}
}
)
curl -XPUT 'localhost:9200/shop/.percolator/3' -d '{
Vaams
"matchr: { Registering some
"name": "Mac Pro latest® | queries that look like
) user searches
}
b

curl 'localhost:9200/shop/items/_percolate/count?pretty’ -d '{
ndocrs {
1, Bame BB A RO Percolating this new
"aggs®: {

"top_query_term
terme®: { "field

product will match the
first two queries.

{

"query.match.name" } Aggregation running on query
} text shows that cheap and pc
3 ‘appear twice and linux once.
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il

i
b
# reply
"highlight* : {
“titler : [ "

= it", "logging with
1

(&)
*highlight® : {
meitler ¢ [ "

“description* :

= htep://logstash
}

(8]
“highlight* : {

criptiont :

Logging and <em>Elasticsearche/em>* 1,
[ "dive for what <emsElasticsearche/em> is and how
<emsLogstashe/en> as well as <em>Kibanac/ems!" |

<em>Elasticsearche/en> and <emslogstashe/ems® ],
[ "together and talk about <emsLogatashe/em> -
"with a sneak peek at <em>Kibanac/em>" 1

“titler : [ "cemsElasticsearche/em> at” ],

“description” :

;1

[ "how they use <emsElasticsearche/ems" |
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SUEL IOCRIBONG
“query” : {
“match® : (
)
)
rrescore : {
“window_aizer: 200,

"elasticsearch search®

core_query” : {
“eildcard® 1 |

“tage.verbatin® : *search

PR RN EOQuE W ORIy < N

Main query matches
elsticsearch and search
i the name field

matches tags
ending n search
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curl localhost:9200/get-together/event/ search?pretty -d '{
"query": {
"matchr: {
"eitlen: relasticsearch

}
h
"highlight: {
"pre_tags" : ["<b>"], "
Thoer tagar 1 Lo, ﬁ ot g you can
nEields": {
e tags for each field.
) ! New tags are used
b in the highlighted
# reply fragments.

*highligher : {
"title* : [ "<bsElasticsearche/bs at Rangespan and Exonar® ]

}
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Taoh-glmiveary: Cwch EXsapwicien, tate. postEscom ¥

curl -xposT STDRX_URL/_refresn
Cuel “SINDRX_URL/_sesrchiq-content spostingatpretty” -4 ' ( oy e
"highlight®: { HE oot
Errerei fld: Posings
“eontencts (} Highighier s use
) Miemdaly
)
"
-
“highitgher + (

“content® : [ "<em>Postingse/em> Highlighter rocks.".
= offsets in cemspostings</ems." |

)

“highlight® :
"contenc® : [ "cemsPostingse/ems are a generic name for the inverced
= part of the index: term dictionary, term frequencies, tem positions.” |

Vv

tl





app03ex08-0.jpg
b st R o s o

cur XDELETE SIUDRX WAL —
cur) xeur sTioEx R -4 o o she
“nappinge*: { Posings Highigher
Hdocst: {
“propertiest: {
“eontente: {

“type: "string

*index_options®: otfeetsr Asquiedor
} the Postings.
) Highighter
)
curl XU STNDEX_URL/doca/1 -a
Indesiog “content": "rostings Mighlighter rocks. It stores offacts in postings.”
cvosample |
documents

curl -XeUT S1NDEX_URL/doca/2 -a '
A Bl g A e S T
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curl localhost:9200/_analyze?pretty -d -
¢ reply
{
When analyz
“toksany G Bastcsearch can
“eoken® : *introduction®
. store offets.

“start_offset" : 0,
“end_offset® : 12,

"type" : "<ALPHANUM>",
“position” : 1

bt
“token" : "to",
"start_offset" : 13,
"end_offset” : 15,
“type" : *<ALPHANUM>",
“position* : 2

bt

“token® :

With offsets stored, a second

are offsett : 16, analysis isn't necessary to
nd_offset® : 29, locate this term.

"type" : "<ALPHANUM>",

"position" : 3

H
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TegRsaE 1A
“nigitgne query: (
~query_sering: (
"query: ‘name:elasticacarch nane:aearch tags.verbatin:ssearcht

B

“fields" it
g () ot et
*tags.verbatim"; (} oy
1
b
i
"highlight® : {
elastic. *name : [ "<em>Elasticsearch</em> Denver® ],
sarchnd e vechatine 1 ssomostamtcosarene/emet o
) g
Pilghed gptsgnee © ( s,
o *name : [ "Enterprise <emssearche/ems London get-together® 1, | highighted

NEREs eehab iy v | Seamtntainles ettt g





app03ex09-0.jpg
curl -XPUT localhost:9200/test-postings/docs/2 -d '{
"content": "Elasticsearch intro - first you get an intro of the core
then we move on to the advanced Stuff"

curl localhost:9200/test -postings/_searchpretty -d '{
"query”: {
"match_phrase®: (
“content": "Elasticsearch intro®
)

b
“highlight": {
"encoder”: "html",
"fields": {
“content": {}
}

}
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URI=localhost:9200/get-together/event/_search
curl "$URI?pretty&search_type=count" -d '{

"query": {
"match": {
"title' "elasticsearch"
)
b
"aggregations
"since_july' .
i Filter query defines
t o the bucket on which
R its sub-aggregations
gate will run

ugtn: %2013-07-01T00:00%
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e

N

‘name: Denver technalogy group
ovents:
date: 2014-12:22
il Introducion to Elasticsearch
date: 2014-06:20

N pems e pe e

\

‘name: Denver technalogy group

il Introducion to Hadoop

/

Parent Parent

date: 2014-06:20 date: 20141222

e Itroduction to Hadoop tite: Introducion o Elasticsearch
Doesnt match Doesn't match
boh creria both critria

| date: 2014-12.01 70 2014-12-30 AND tte: Hadoop.

Query looks at each
ehid. Returs a parent
porrph g
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ERE R, JOORLIONE: SP0N SROUPAIRT_PasycutpReiey 9
“query": {

"tilterears ( Field to be
reiltern: ( searched on
Peohapenrl You'l provide a
azeats | shape in the query.
“shape* .
“eyper: polygon”,
“coordinates: [

(145, 30.5], [46, 30.5], (45, 31.5], (46, 32.5]]

Shape provided
in the same way
as when you
index
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How you ndex the document

\

Muliplo documentsare created

A S
document from the bock.

\ Doesn'tmaten J

L=

name: Denver technology group
events:
dae: 2014-12:22
e noduction to Elasticsearch
dato: 20140620
il Introduction to Hadoop

name: Denver technology group.

ovents.date: 2014-12.22
‘ovents.ttl: Introduction to Elasticsearch

M~

vts.date: 2014.06:20
ovents.tl: Introduction to Hadoop

date: 201412:01 TO 2014-1231
it hadoop.
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Creating a new index to
index the park areas

curl -XPUT localhost:9200/geo
curl -XPUT localhost :9200/geo/_mapping/park -d * T —
"properties": {
iy e L parks, geo <hapes
) the area field.

%
curl -XPUT localhost:9200/geo/park/1 -d '{
Apolygon s indexed

varear: {
“typer: "polygon”, in the area feld.
*coordinates®: [ —
((45, 30], [46, 30], [45, 31], [46, 32]] Coordinates for
) the polygon
} This first array describes the outer

boundary. Optionally, other arrays can be
‘added to define holes in the polygon.
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e e S e e s s = G

5 \ o

| (E— |

ovns

pir- O et 014122 TGOS T s zorom 1
fratiinin— | osop

e Introducton to Hadoop.

/ /

The Elastcsearch event s Asoarch for Hadoop.
in December. The Hadoop vonts in Decembor matches
passe sl sy
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"aggregations": {

"description_cloud": {

“termst: {
"field'
}

)

}

}
1
#4# reply
(...
"hits"
"total
Bl
"aggregations!
"since_july
"doc_count" : 2,
"description_cloud"
"buckets" : [ {

Tkey" ¢ twen,
“doc_count" : 2
b {
"key" : Muithw,

"doc_count"

2

"description®

The query returns
seven results.

on_t¢
aggregation runs only on the
two results matching the filter
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Installng
the
required

‘Fsticesarch rafeses (0

start because the plugins
arentinstalled.
$ bin/elasticsearch
(%0 | (node ) (carrion) version(1.5.1], pidl46463),
bui1d(5638401/2015-04-09713:41:352]
(1% | (node ) (carrion) initializing

{2.5.1): Initialization Failed ..
- ElasticacarchException [Missing nandatory plugins [analysi

$ bin/plugin --inscall mobz/elasticsearch-head

- Installing mobe/elasticsearch-head

Trying heeps://github. con/mobe/elast iceearch-head/azchive/master  2ip.

Dovnloading oone

Installed mobs/elasticoearch-head into /Users/hinmann,/ies/elasticoearch-
1.5.1/plugine/head

Tdentitied as a _site plugin, moving to _site structure .
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curl -XPUT 'localhost:9200/get-together/event-object/1' -d '{

"title": "Introduction to objects",
"location": { -
“name": "Elasticsearch in Action book", An object within the
JSON document
"address": "chapter 8"

)
)
curl 'localhost:9200/get-together/ mapping/event-object?pretty’
# expected reply:
{

"get-together" : {

“mappings": {
wevent-object” : {
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Original document Document stored in Lucene

\ \

{ title: "Using Hadoop with Elasticsearch”
“title”: "Using Hadoop with Elasticsearch", | | location.name: "SkillsMatter Exchange”
“location": { location.geolocation: *51.524806,-0.099095"

“name": "SkilsMatter Exchange”,

“geolocation”: "51.524806,-0.099095"
}

}
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C (13 locahost5200._pluginhead/ © 7%=
pnacanost 200/ Gornoer elasticsearch  cluster health: yellow (2 of 4)
Elasticsearch  owniew | imdces | srowser | suvcures Query (+] | Any Recues (+] i
Cluster overview [ [dd =]

et-together
S 2650 26 50)
s 200,
CD =D

A Unassigned

0f[1
» pEm EE
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st
find Lee's and Radu's groups.

Search for members.
with name=Lee Response:
or name=Radu

@1 Search for groups with Response:

e Lss members=1 or members=4 | | name=Denver technology group;
name=Denver search and big data

0:2

name: Roy.

a:3 name: Denver technology group

name: Susan members: 12,3

id:4 name: Denver search and big data

name: Radu members: 1.4

Member documents Group documents
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G dp T AR Installing the
it NOTICR.oxe REAONE.cestile bin contig lib loge | PURWE e
$ bin/plugin -install mobz/elasticsearch-head in/plugin script
L necatting noveelaneictamronmad

i s/ b, on o 14 e b rchivsmstas .
Ceveraading oo
Installed mobz/e)asutaearch head ince /data/e]asuuearch 1.5 l/P]uginslhead

Elasticsearch detected the
plugin was a site plugin.
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Group

documents name: Denver technology group name: Denver search and big data
Parent Parent Parent Parent Parent

Member

documents Susan Radu Loo

The document or Le i sored twce:
e Toraic oA el & dlekihie of
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D G og str:ms»z-’zmo

CDx*

C D%

Hammond, Jim

inet{/192.168.1.5:9300]
bSSa0BICaEN UG

foad: 0.19 heap: /

Raman
inet[/192.168.1.5:9301]
[ —

load: 0.19 heap: /

unassigned shards

get-together

(o] 1]

cs: 20 | size: 22.80KB.
o

o

o

2}





ch08ex01-1.jpg
"properties" : {

"location" : {
propertiest : {
“address" : {
"type" : "string"
N
namer : {
"type" : "string"
)
)
In
veitler ¢ {
"type" : "string"
}

Object’s mapping
is automatically
detected with its
properties, like
the root object
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curl -XGET 'localhost:9200/_cluster/health?level=indices&pretty’

{

"cluster_name" : "elasticig",

"status" : "yellow", ”Imtm:'ulh=|

"timed_out" : false, cluster has only
" one node running.

"number_of_nodes" : 1,
"number_of_data_nodes"
"active_primary_shards" : 10,
"active_shards" : 10,
"relocating_shards"

"initializing_shards"
"unassigned_shards"

nindices" : {
"bitbucket" : { "
"status" : "yellow", Here you tell Elasticsearch

to allocate one replica per

number_of_shards primary shard,

"number_of_replicas"
"active_primary_shards"
"active_shards" : 5,
rrelocating_shards" : 0
vinitializing_shards" : 0,
"unassigned_shards" : 5

Unassigned shards caused by
alack of available nodes to
support the replica definition
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curl -XPUT 'localhost:9200/_snapshot/my_repository/third_snapshot' -

(

“indices"

"1ogs-2014, 1ogs-2013" Commasseparated lst of
index names to snapshot
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L
}

}
}
e
Wi reply
"aggregations® : {
ntop_taga" : {
uckets® : [ {
key" : "big data®,
»doc_count® : 3,
"groups_per_month" :
“buckets™ : [ {
One document "key_as_string"
was created in "key" : 1270080000000,
April 2010, doc_count® : 1,

"bucket.

mto" : 3.0,

"to_as_string® :

"doc_count "

oA
"key" : "3.0
“grom” : 3.0,
“£ron_as_string"
*doc_count
H
}
bt

"key_as_string" :

number_of_members
t{

key® 1 we-3.0%,

*2012-08-017,

This i familir: big
data s the top tag,
three documents.

Buckets for each month where big.
data documents were created

+2010-04-017,

"3.07, This document has fewer

than three members.

Next bucket of big data

"3.07, groups was created in

August 2012

Analysis goes on, showing
all buckets for big data
and the rest of tags.
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faEl SENT ClocElloNE: D300/ SApEhOL/ my_xeponitony”

The name > ‘The network location
repodoey | [+ tewers tor o yourrepoiory
repository raatcings®: {

e *location® mb: / /share/backups”. Defaults to true;

“conpresa® : true, compresses
Define the “max_snapshot_bytes_per_sect : *20mb" - ‘metadata, not the
s “nax_restore_bytes per_sect : "a0mbt 4 actualdatafles
e )
asashared | |
e system. | 17 Per-second trader Per-second transfer

e onestoration | | rate o snapshots
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VEFSSOONEHDNE s HI00 00 COgPLNIE) SRR SSRT .
curl "SURIZprettyssearch_typescount® -a (

: = Typicalterms aggregation,
aggregations*: { e
“top_tage" ((
"eermg:
e e Within it, use the
gy s Bl bl L T
& asul tion.
"aggregations®: { % ib-aggregat

*groups_per_nonth:
“date histogran':
“tisian: screated_ont,

This date_histogram sub-
aggregation will run once

“intervalt: "t forenron e
X
The range sub- aggregations* : | Define a child aggregation
aggregation will “number_of_menbers®: { for the date histogram, too.
run for every “range": {
tag+month “acript®: *doc('®'members’*'].values. length®,
bucket. K el
oo w
{ mtzomr: 3}

1

}
}
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Top-level aggregation:
type: terms
field: category

Windows 8

Sub-aggregation:

Windows 7
type: top hits TERR

Windows 8.1

Dell XPS
HP 650
AsusA

(ol running Windows)

Office 2014
McAffee ‘14

Corel XX
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Physical memory

Elasticsearch process

Swap process

Swap file

Virtual memory
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Top-level aggregation:
type: terms
field: tags.

Sub-aggregation:
type: date histogram
field: date

2012 2013 2014

2013 2014

2012 2013 2014





11fig03_alt.jpg
Yellow status: Single-node R1| | R2
cluster with all shards
confined to one node

Green status: New node R2
added, causing even
distribution of replicas

Node_1 Elasticiq: Node_2
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curl 'localhost:9200/get-together/event/_search?pretty' -d '{

"query": {
"match*: {
“title": "elasticsearch®
}
In
"sort" : [
{

*_geo_distance” : {
"location.geolocation®
"order" : "asc",
"unit® : “kme

}

}

The query looking

for “elasticsearch”
in the title
The _geo_distance
sort criteria
*40,-105%,
Your current
Each hit il bl
have asortvalue
representing the Ascending order willgiv
distance from closest events first.
your location in

kilometers.
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URI=localhost:9200/get-together/group/_search
curl "$URI?pretty&search type=count” -d '{
nquery": {

“matcht: {

“name": velasticsearch"
}
b
naggregations": {
"all_documents": {
"global®: {},

The global aggregation

is the parent.
"aggregations”: {
“top_tags®: {
"termst: The terms aggregation is nested
"field": "tags.verbatim* under it, to work on all data.
}





07fig12.jpg
Documents

Results

Aggregations

Aggregation
results
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URI to the Hadoop

repositories file system
hdfs:
uri: "hdfs://<host>:<ports/" Path to where the
path: "some/parh® snapshots are stored
load_defaults: "true"
conf_location: "extra-cfg.xmlt < Allows loading the Hadoop
conf.<key> : "<values® < default configurations

Keys/values that can be
added to the Hadoop Name of the Hadoop
configuration file configuration XML file
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Sl SN "ML SOSE | 92NN/ SRRt Y P oy 8. L

ool [ trEels et Directory path within $3 bucket
*settings”: { L 3N
roposkary. “bucket": *my_bucket_name*, to store repository data
“base_pathe 1 */backips*, —
Bucket name is “acceas_key" : *THISISYACCESSKEY", Lok SO
mandatory and “secret key" : *THISISYSECRETKEY", -
maps to your “max_retries® : "5*, <o Defaults to
53 bucket i s — cloud.aws.secrt_key
)
Amazon region where Masimum number of retry

thebucket islocated | | attempts on 3 ervors
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}
e
#i# reply
aggregations” : {
"Erequent_attendees® : (
"buckets® : [ {
“key : "leet, Lee s the most frequent,
“doc_count" : S, with five events.
“recent_events" : {
"hits” : {
neotal" : 5, Results look exactly
“max_score" : 1.0, like the ones you get
"hits® [ { while querying.
"_index" : "get-together",
“type* : “event®,
aZian : "100%, Results look exactly
“score" : 1.0, like the ones you get
"source": {"title":"Liberator and Immutant"}, | while querying.
“Sort : [ 1378404000000 )
12
i
}
bt
"key" : "shay",
"doc_count* : 4
"recent_events"
“hies® : {

*_source: {*citle*:"Pigayback on Elasticsearch training in San
Pranciscor],
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BUEA “SHONE OO R I Y TAPORA ALY £ EALE ROAPIS PRSLOrS
a
( The index or indices you'll
restore from the snapshot

"indices": "logs_2014",
“rename_pattern": "logs_(.+)",

“rename_replacementts ra._oepy of_logs 410 Pattern match

forindex names
Rename the to replace
‘matched indices
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M TSIOSRLIGE £ IR0/ GUL"EO@UT M L UNRNG)_NeNICht
curl "SURI7prettysacarch_type-count” -3 ' {

aggregations®: {
"Erequent_attendees™: { This terms aggregation
rcermsrt ( gives the two users
"ieldr: rattendees”, going to most events.
vsizer: 2
Vi, The top_tits aggregation
e gives the actual events.
bt You get the most
S e recent frst.
b
* sourcer: ( You can selct the
“includer: [ teitler ] fieds to include.
h
rsizens 1 Use sizeto select the

} number of results
} per bucket.
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Documents

Aggregations

Results

Aggregation
results
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curl 'localhost:9200/get-together/event/_search?pretty' -d

query: {
"function_score": {
"query":
q"maZch‘ 4 { Query looking for
“title: "elasticsearch” ‘elasticsearch’
} returns a score
I
"linear": { i )
"location.geolocation”: { linear decay function
Worigin": "40, -105" reduces an event’s
b s score the farther i
e "" from origin
"decay": 0.5
}
}
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}
}

e
### reply

hits The query returns

"tota: & two documents...
]
naggregations® : {
“all documents® : { butaggregations
“doc_count® : 5, run on all five.
vtop_tags" : {
"buckets" : [ {
"key" : "big data", The terms aggregation results

"doc_count" : 3 are as if there was no query.






08fig13_alt.jpg
get-together

Elasticsearch Denver
_id: 1

Introduction to ES
_parent: 1

Queries and Filters.
_parent: 1

Denver Clojure
_id:2

Liberator and Immutant
_parent: 2

group

event
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get-together

group

event

_parent: group
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Radu Gheorghe | | Lee Hinman

Group 1
(previous 2 are members)

Group 1: Radu Gheorghe

Group 1: Lee Hinman

B e R

]
Aggregation results
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curl "localhost:9200/get-together/_ search?pretty" -d

raggs": {
top-tags": {
reermst: {
"fieldr:
i
"aggs": {

"tags.verbatim"

"to-eventsn: {
"children": {

type" : "event®

top-tags aggregation
creates one bucket of
groups for each tag.

to-events creates one
bucket of events for
the groups in each tag.
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curl 'localhost:9200/get-together/event/_search?pretty' -d '{

"query": {
"bool": {
"mustr: [
{
reermr: {
title": velasticsearch
}
I
i
"has_parent": {
“"typer: *group",
"query": {
stermn: {
"location": *denver”
}
}
}
)
1
)

The main query contains
two must-have queries.

This runs on the events
to make sure they have
“elasticsearch” in their title.

This runs on each event’s
group to make sure events
happen in Denver.





08fig14_alt.jpg
Search for
groups t
host events

about

Elasticsearch

(group that
“has_child” of
vent, where

Matching
groups:
Denver Tech,
San Francisco Tech

FINED 1. MUY CIW SRS

get-together
Denver Clojure Liberator and Immutant
i1 _parent: 1
Introduction to Elasticsearch
_parent:2 (o)
Denver Tech Inroduction to Solr
2 _parent: 2
Elasticsearch and Logstash
)
San Francisco Tech Logging and Elasicsearch
_id:3 _parent:3 )
group event

Phase 2: Aggregate matches into parent results

get-together
Denver Clojure: Liberator and Immutant
i1 _parent 1
Introduction to Elasticsearch
_parent: 2
Denver Tech Introduction (o Solr
(Rema)—=2 e
Elastisearch and Logstash
_parent: 2
San Francisco Tech Logging and Elasticsearch
(o) L
group event
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# from mapping.json

"event" : { i Mapping for the event

"_source" starts here.
"enabled" : true free

B

woallr o {
nenabled" : false parent points to

) the group type.

" parent® : {

] ype! GXEup) Properties (fields) of the

Hosom g event type start here.
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group: Denver technology
event: Introduction to Elasticsearch

group: Denver technology
event: Introduction to Hadoop

group: Denver technology
event: Logging and Elasticsearch
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event: Introduction to Elasticsearch

group: Denver technology

event: Introduction to Hadoop.

event: Logging and Elasticsearch
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i
"aggs": {

“frequent-attendees": { T —

terms®: { attendees within each of
the event buckets.
“field": vattendees"
}
}
}
}
)
}
}
y
44 reply
"aggregations” : {
top-tags" : {

"buckets® : [ {

*heys = DI There are three groups

"doc_count" : 3 with the big data tag.
“to-events® : {
"doc_count" : 9, -
“fremuenesarEsidden o | total of nine event child
‘documents.
"buckets" : [ {
vkay® + Sandys,
"doc_count" : 3
Andy and Greg go
b to three big data
events each.
"key" : "greg",
“"doc_count” : 3
"key" : "open source",
"doc_count* : 3,
"to-events" :
"doc_count” : 9,
"frequent-attendees" : {
"buckets" : [ {
AEYR ¢ SS0RlE Shay goes to four
*doc_count" : 4 open-source events.
bt
“key" : “andy",

"doc_count" : 3
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Elasticsearch in Action

Images Videos  Products

Manning: Elasticsearch in Action - Manning Publications Co.
Elasticsearch I Adton teaches you how to bulld scalabie search applications using Elastics2areh. You'l ramp.
upfast, with an nformative overview and an engagingintroductory example. Withn the first few chapters,

M manning com
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BVENT_PATH-

ARSI IIRC T 1007 GRELRSRE ISl BVIIE

Moerenls | curl “SEVENT_PATH/_search?gelocation.name:officerprety”
matching | | § reply: [...) "citler: "Horcomworks, the future of Hadoop and big datar,
ofice inthe [ 1.7} " slocaiion®s [ "mamars Senddrid Denver offices,
et St “geolocation®: *39.748477,-104.998852" (. ..]
it the rier wkio Data . the 1008 ot Microsotes,

{  "name’
"40. 018528, ~308.275804

] "location

“Bing Boulder office".,
object wgeolocation’

Lo
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name: Introduction to Elasticsearch
location:
name: Chicago ~——————————— g=location.name:Chicago
address: Philadelphia street
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$ bin/plugin --remove analysis-icu Removing the

-> Removing analysis-icu...

Removed analysis-icu

$ bin/plugin --list The analysis-icu

Installed plugins: plugin is no longer
- No plugin detected in /data/elasticsearch/plugins fisted as Installed.
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& bin/plugin --install elasticsearch/elasticsearch-analysis-icu/2.5.0
- Installing elasticsearch/elasticsearch-analysis-icu/2.5.0.
Trying htep://download.elast icasarch.org/elast icaearch/elasticsearch-

analysis-icu/e rch-analysis-icu-2.5.0. 2ip.
Dovnloading - .oonE
Installed el icu/2.5.0 into /Users/hinnann/
' " ies/elasticasarch-1.5.1/plugins/analysis-icu
nowstarts. Lo, 5 bin/elasticssarch
[P0 | (node ) (IAAC) version(1.5.1], pid(66ss),
build(5e38401/2015-04-09713:41:352]
(2% | (node 1 (SMAC) inteializing .
(1F0 | (plugins ) [(ISAAC) loaded [analysis-icul, sites (head)
(2% | (node ] (SMAC) initialized
(1% | (node ) (ISAAC) starting . he

(2P0 | (node 1 [1sAAC) scarted and head plugins.
‘i i





08fig09_alt.jpg
first_name: Lee
Iast_name: Hinman

first_name: Radu
last_name: Gheorghe

name: Elasticsearch news
members first_name: [Lee, Radu]
members Jast_name: [Hinman, Gheorghe]

Previous 2 documents are members
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¥ Topiy

"hits & [ {
"_indext : "get-together",
"Ceyper : veventr,
vTiav : w030, No_source
"scorer : 0.9581454, i the results

"highlight" : {
"title" : [ "Introduction to <em>Elasticsearche/ems" 1,
"description” : [ "can meet and greet and I will present on some
w em>Elasticsearche/em> basics and how we use it." ]

}
iz
“highlight* : {
"eitler : [ "emsElasticsearche/em> and Logstash 1,
"description” : | "We can get together and talk about Logatash -

= http://logstash.net with a sneak peek at Kibana" ]

This description doesn’t match, but the
field Is shown anyway for completeness.





app03ex02-0.jpg
curl localhost:9200/get-together/event/_search?pretty -d '

query”: {
match:
"titler: velasticsearch®
) X J Show up to 100
4 haracters of a field
*highlight®: { = A
"no_match_size": 100, thet doemt match:
“gieldan: (
reilen: (),
; At 0 N——
) information in the highlighted
— fields, 5o you disable _source.
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curl -XPUT localhost:9200/get-together/group-nested/1 -d '{

“name": "Elasticsearch News", :
“members": [ This property goes in
{ the main document.

“first_name": "Lee",

"last_name": "Hinman" These objects go into

i their own documents,

{ part of the same block as
“first_name": "Radu", the root document.

"last_name": “Gheorghe"
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IS ——

*Eicler: *Incroduction to Elasticsearcht,

“description”: "An introduction to ES and each other. We can meet and
= greet and I will present on some Elasticsearch b
X}

10 and how ve use t.",

*highidgher : {
"citler : [ *Incroduction to cemsElasticsearche/ems® 1,
*description® : [ *can meet and greet and I will present on some
= cemsElasticoeache/on> basics and how ve use Lt." |
)
=]
*eitler: “Elasticacarch and Logstasht,
“description®: "e can get together and talk about Logatash -
= nttp://logatash.net wich a sneak pesk at Kibana’,
=)

*highligher :
"eitler ¢ [ <omsElasticsearche/ens and Loget
&






ch08ex03-0.jpg
curl -XPUT localhost:9200/get-together/ mapping/group-nested -d '{

“"group-nested": {
“propertiest: {
“name": { “type": "string® },

"members": {

:“-YPB" s "“0:"-“" * This signals Elasticsearch
properties: { to index members objects
"first_name": { 'type": "string" }, in separate documents of
"last_name": { "type": "string" } the same block.
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first_name: Lee
last_name: Hinman

first_name: Radu
last_name: Gheorghe

name: Elasticsearch news

Previous 2 documents are
members.
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et ngan kol f o g b
ery® {
“maten:
“titler: velasticssarcht

)

“higntigher: e
“Eields®: ( Fredealk
e ), fadivg

rdescription
)

)

)

" reply

hitar o ( (
" index" : "get-together",
“typer : revents
WTide : v103%,

match query
Pz
S
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curl -XPUT localhost:9200/get-together/group-multinested/1 -d '{

"name": VElasticsearch News",
members®: {
"first_name": "Radu",
"last_nane"

the members object, also nested,

“comments®: {
as configured in listing 8.4

"date": "2013-12-22",
“comment*: "hello world*

"Gheorghe*, _‘ comments object is nested under

}
}
b
curl 'localhost:9200/get-together/group-multinested/_search' -d
nquery": {
nestedr: { Look in comments,
"path": "members.comments", o which is under
“query": { members.
"eerm: {
“nembers. comments. comment": *hell S —
' the full path to the feld
)) tolook at.
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curl 'localhost:9200/get-together/group-nested/_search?pretty’ -d '{

_— ( Look for nested documents
. under members.
usrri
"bool®: { The query would be the one that
wmusen: you'd normally run on objects
i within the same document.
reerm: {
“members. first_namen: *leer
) 4 There's no member Lee
i Gheorghe. Change this
. to hinman and it will

"members.last_name": "gheorghe"  <—

Whh

match Lee Hinman.
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‘ourl localhost::
wavery=s {

*match®: {

“descriptiont: *elasticsearch logstash kibana"

Y

SO0/ GRC-COgEEDNL/ SVaaL NEToRIpERELY 4. %

)

highlights Global fragment size
i, appliesto al felds
"fields":

it (),

“description”: { Field-specific fragment

eraguent. sizer: *40r sizeoverrides the

) lobal secting

}
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curl -XPUT localhost:9200/get-together/ mapping/group-multinested -d '{

"group-multinested": {
"propertiest: {
"mame: { *type®: "string® },
"members”: {
“typer: *nes
"properties": {

“first_name": { "type: "string" },
“type": "string® },

"last_name":
“comments": {
"typer: "nestedr,

“include in parent": true,

“properties: {
“date": {
acypen: sdater,

"format*: "dateOptionalTime"

Ia

"comment": { "type": "string" }

members are nested documents
relative to the root group-multinested
document. No inclusion here.

comments are nested documents
of the members. Contents are
also indexed as objects for the
parent members documents.





enter.jpg





08fig10_alt.jpg
date: 2014-10-18
comment: helloworld

include_in_parent —{

fast o
‘comments,date: 2014-10-18
comments comment: hello worid

Previous doc s a comment

first_name: Radu
last_name: Gheorghe

name: Elasticsearch nows.

Previous 2 documents are
members
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curl localhost:9200/get-together/event/ search?pretty -d '
nquery": (
"matchr:
"eitler: "elasticsearch®
}

)
"highlight": {
“require field match: true,
“eielder: (
neitler: (),
"description®: {}

}
}
’
"highlight" : {
) "title" [ "Introduction to <em>Elasticsearch</em>" ] Only the
title field is
_—— hihghes

"title" : [ "<em>Elasticsearche/em> and Logstash" ]

}





05fig03_alt.jpg
share || your |[experience || with |{Nosql
and |[big |[daca |[cechnotlogics
st
Stop words ana | — ]
Sh ]yms technologies|— | technologies
cechnologies,
tools
shaze [ your |[experience || with |[nos

big

data || technologies|| tools
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$ curl 'localhost:9200/syn-test/_analyze?analyzer=synonyms' -d'l own that
automobile’
{
seokens® : [ {
“token® : "in,
"start_offset" : 0,
nend_offset” : 1,
"type" : "<ALPHANUM>",
"position” : 1
b
“token® : "own",
"start_offset" : 2,
"end_offset” : 5,
"type" : "<ALPHANUMS",
"position” : 2
b
"token® : "that",
"start_offset" : 6,
"end_offset” : 10,
"type" : "<ALPHANUM>",

Lo
% s Notice that the start_offset

and end_offset are the ones
from automobile.

"token® : "car",
"start_offset" : 11,
"end_offset" : 21,
"type" : "SYNONYM",
"position” : 4

1
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¥ curl 'localhost:9200/_analyze?tokenizer=standard&filters=reverse' \

-d 'Reverse token filter'

{

"tokens"
"token"
"start_offset"
"end_offset"
"type"
"position® : 1

bt
"token" : "nekot"
"start_offset"
"end_offset”
"type'
"position” : 2

3ot
"token”
"start_offset"
"end_offset” :
"type
"position” : 3

1

}

(]

%

"esrever",

"retlif",

o,

"<ALPHANUM>",

, <
8,

13,
"<ALPHANUM>",

14,

20,
" <ALPHANUM>",

The word “Reverse”
that has been reversed

The word “token” that
has been reversed

The word “filter” that
has been reversed
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e R
(
“eokens* : [
"eoken® : "Ei", .
"start_offset" : 0,
"end_offset” : 9,
“type" : "wordt,
"position” : 1
bt
"eoken® : "Eeir, P
"atart_offset" : 0,
"end_offset” : 9,
“type" : "word",
position® : 1 e
RS TR— o] thenstromthe
: @ right side of the

"start_offset® : 0, P -
"end offset" : 9, s

"type : "word",
"position® : 1
bt
“token® : "hettir, o
"start_offset" : 0,
"end_offset" : 9,
"type" : "word",
"position® : 1
bt
“token® : "ghettir, o
"start_offset" : 0,
“end_offset" : 9,
"type : "word",
"position* : 1

]

O/RGI FERLYRSTARALYSNERNg L e pegateL”
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b curl -XPOST ‘localhost:9200/ng’ -a'{
"settings": {
"nunber_of_shards": 1,
"nunber_of_replicas": 0,
"index": (
"analysis": {
"analyzer”: {
“ngirs {
"typer: "custom",
"eokenizer": "standard",

"filter": ['reverse", "ngfl", "reverse"]

}

b
"giltert: {

"ngfar: { Sets the minimum
“typer: edgeNgram", and maximum sizes
“min_gram*: 2, for the edge ngram
“max_gram": 6 token filter

}

}

Configures an
analyzer for reversing
edge ngrams, and
reversing again
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curl -XPOST 'localhost:9200/get-together/event/_search?pretty' -d'{
"query": {
"function_score": {
“query": {"match_all": {}},

“functions™: [
{
gauss": { Scores will remain the
uﬁ""i’"”":" wgeolocation®: { same within 100 meters
— "origin": "40.018526,-105.275806"
oo "offset : "loom",
“scaler: "akmt,
"decay": 0.5 At 2 kilometers from the
) origin point,the score will
} be reduced by half.
}
|
}
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curl 'localhost:9200/autocomplete/_suggest?pretty’ -d '{
"name-autocomplete”: {

"textr: "elastict,
"completion”: {
"field": "name"
}
J}"
4 reply
"options" : [ {
“text® : "Elasticsearch San Francisco®,
"score : 1.0, Payload comes back with the
"payload" : { "groupId®:3} <—| suggestion. Now you can GET

§ the document with ID 3.
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¥ curl -XPOST 'localhost:9200/shingle/_analyze?analyzer=shinglel' -d ‘'foo bar
paz'
{

"tokens® : [ {
“token® : "foo bar*,
"start_offset" : 0,
"end_offset" : 7,

. The analyzed
"type" : "shingle", -
"position" : 1 Shingle tolcing

o

“token® : "foo bar baz*,
“start_offset : 0,
"end_offset® : 11,
“type" : "shingle",
"position" : 1

oA
“token® : "bar baz", The

"starc_offsec” : 4, shingle tokens
*end_offset® : 11,

“type" : "shingle",
“position" : 2

)
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1 The reply

4 reply also contains
{ a docs array.
"does" : [ {
"_index" : "get-together",
type" roup”,
Widn o1
version" : 1,
"found" : true,
»_source": {
“name": "Denver Clojure", Each element of
Lisad the array is the
¥e document as you
_index" : "get-together", get it with single
type" : "group", GET requests.
dan : m2v,
version® : 1,
"found" : true,
»_source": {
"name": "Elasticsearch Denver”,
[...1
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curl -XPUT 'localhost:9200/autocomplete/ mapping/group' -d '{
properties®s {

"name®: {
ntype": "completion”, v_{ Enabling payloads in
“payloads®: true the mapping of the
} completion field
i d
curl -XPUT 'localhost:9200/autocomplete/group/3' -d '{
"neme”: ( Ifinput is the same as
e o ot e e
"groupTdr: 3 Adding payload t
} the document

3
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¥ curl -XPOST ‘localhost:9200/shingle’ -d '{
"settings": {
"index": {
“analysis*: {
analyzer": {
"shinglel®: {

"typer: "custon®,
"tokenizer®: "standard",
“filter*: ["shingle-filter"]

)
+
"tilter=: {
"shingle-filter": { Specifies the
"eype": "shingle", ‘minimum and
"min_shingle_size" ‘maximum shingle size
"max_shingle_size":
"output_unigrans
} Tells the shingle token
} filter not to keep the
} original single tokens
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curl localhost:9200/_mget?pretty -d '{

ndocs™

{

"_index" : "get-together",

"“type" : "group",
wTian : omw

"_index"

“type
iar

The docs array identifies
all documents that you
want to retrieve.
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“We use Elasticsearch to power the search for our website.”
“The developers like Elasticsearch so far."

‘The scoring of documents is calculated by the scoring formula.”
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“We will discuss Elasticscarch at the next Big Data group.”
“Tuesday the Elasticsearch team will gather to answer questions about Elasticscarch.”






10fig05_alt.jpg
. S et ] O FUGHET y N Sa
‘Segment for compac sizo and fastor searchos. gets updaled, merges work
(onco caches are warmed up again). according to merge poicy.

T /

2014-09-13 2014-09-14 2014-09-15
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¥ curl -XPOST 'localhost:9200/_analyze?tokenizer=uax _url_email' \
-d 'john.smithaexample.com http://example.com?q=bar"

{
"tokens' [{
“token" : "john.smitheexample.com",
11,

"start_offset

"end_offset" : 23,

"type" : "<EMAIL>",

"position" : 1 The output is shown;
bt notice the type of

"token" : "http://example.com?q=bar”, | thefields. There’sa

nstart_offset" : 24, default maximum of

"end_offset" : 48, 255 chars.

"type" : "<URL>",

"position” : 2
31
}





174fig01.jpg
curl -XPOST 'localhost:9200/get-together' -4 '

{
“mappings": {
"group": {
"properties”: {
reitler: {
"type
"fielddata"
"loading"

"string",
{

reager”

Configuring the field data
for the title feld to be
loaded eagerly





10fig04_alt.jpg
1. Flush opérations add segments in the first
tier, unti there are too many. Let's say four
are too many.

2. Small segments are merged info bigger
ones. Flushing continues to add new
small segments.

3. Eventually, there will be four segments
on the bigger tier.

4. The four bigger segments get merged
into an even bigger segment, and the
process continues.

5....uniil a tie hits a set fimit. Only smaller
segments get merged; max segments
stay the same.

] i [l [ Index
D D Index
OO index

OO0 index

O index
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"about" : ( . The term to present
doc_freq" : 2, information on

neeEn ;o2
kot i (]' The number of
B o documents this
Spositiont & 16k term occurs in
"start_offset" : 90,
"end_offset" : 95
. Total occurrences of

) this term in the index
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curl -XPOST ‘localhost:9200/get-together/event/_search?pretty’ -d'{

"query": {
“match:
“description": "elasticsearch®
}
l’,mn, [ Use the number
i of values in the
wgstise attendees fild as
Missortiog |2 oculper: "docatcendsest) values.size() #soting value.
e > "typer: "numbert,
type. mordaxts. tdesct Order the attendee count
} in descending fashion.

. Use the _score as the secondary
) sorting value for documents that have
‘the same number of attendees.
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<. Time passed?

Index buffer

index doc1

Documents

update doc2

Transaction log
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10
{
“gauss*: {
"geolocation®: |

“origin®: "40.018528,-105.275806", | Decay the score the farther
“offget*: "100m", itis from the geo point
*scaler: "2kar, 40.018528,105.275806.

*decay": 0.5

Add each function's score
together to produce the total
value for the functions.
¥ “replace®
) Replace the original match_all
) query's score with the score.
from the functions.
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Persistent storage

Index buffer

index doc1
update doc2

Transaction log
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ch06ex18-0.jpg
SUTL. “EROSL *IOSELIGSE | DO/ GRC-LOBUhNL/ SVENC) SRRy T2
“query*: {

e Boost documents with
heoriginal [ "uexy"s (*mateh_alle: ()}, descriptions contining
“';"_" »functions: [ “hadoop” by 1.5 using
o { the weight unction.
Py “weighe: 1.5,
“filtert: {stern': (*description": *hadoop"})
)
(
“eiela_value_factor': (
"fieldr: “reviews”,
*factor®: 10.5, Scors docemnents Rith
"modifiert: "logip Mok e,
}
B
{
*acripe_acorer: (
acript': "Math.log(doc['attendees'] .values.size() *
R W Use the number of
i O attendees to nfluence

) the score.
¥y
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1,2,4]

Filter: [apples, bananas|

;4
‘\

ENEIINIEN

apples
pears, bananas
pears, oranges
apples, bananas
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curl 'localhost:9200/get-together/group/_search?pretty’ -d '{
"aggregations” : { aggregations key indicates

e fce o ( r that this is the aggregations
o "gieldr : rtags.verbatim® part ofthe request.
)
) Specify the aggregation
W type terms.
Wi reply
e The not_analyzed verbatim field is used
"hite" : { to have “big data” as a single term,
“eotal® : 5, instead of “big” and “data” separately.
"max_score® : 1.0,
“hiten ¢ [ {

1 The list of results is there

Gk Sl sy e you i e search
o e,

"name": "Elasticsearch Denver",

bl
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Top-level aggregation: ‘open source elasticsearch big data
popular group tags (7 docs) (3 docs) (2 docs)

Sub-aggregation:
average number
of members

Sub-aggregation:
number of groups
created per year allala alls il 1

2012 2013 2014 2013 2014 2012 2013 2014
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Fiiter: [apples, bananas|

apples
oranges
pears

bananas

14
3

23
24

\
/

[1,4] +[24] =[1,24]
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Tags

[ open source (7)
elastisearch (3) Enterprise search London get-together
0 big data (2)

Elasticsearch Denver

Elasticsearch San Francisco
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"members": "lee®

} ‘The script filter will
‘work only on documents
matching the bool filter

“script:
"script”: "doc(\"members\"].values.length > minMembers",
*params”: {

"minMenbers": 2
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curl -XPOST 'localhost:9200/myindex’'
{
"mappings": {
document": {

"properties {
"title": {
Seypes - aErTngs: Configuring the title
eindess; not. apalyzads, field to use doc_values
for its field data

"doc_values": true
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curl localhost:9200/get-together/group/_search?pretty -a'{

The AND
filter will
run the
bool filter
first.

wquezy": {
"gilteredr:
nEileern

o sanav

{

“bool®

{

b
{

Filtered query means if you add a
query here, it will run only on
‘documents matching the filter.

e { H
hould®: [

"term": {
"tags.verbatin®:

neerm": |

bool is fast when cached
because it makes use of the
two bitsets of the term filters.

“elasticsearch"
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b

"aggregations : { Aggregation results
"top_tags" : { begin here.
uckets® : [ {
ey" : "big data", @ Aggregation name,
loc_count" : 3 as specified
{
ey" : "open source", Each uique term is
loc_count" : 3 an item in the bucket.
{
“key" : “denver", For each term, you
“doc_count : 2 see how many times

it appeared.
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¥ Guxi ~XRORY 100RLhOS CRA00/SONCec-srENLe* ~at Creating an index
( named routed-events
"mappings*: {
vevent® : {
"_routing" : ( Specifying that all
“required" : true documents for the event
Y type require routing
"properties": {
*name”: {
“typen: "string"
i }
}
} Attempted
b indexing of a
(racknowledged” :true} document without
a routing value

b curl -XPOST 'localhost:3200/routed-events/event/1' -d*
"name®: my event")
errort: "Rout ingMissingException[routing is required for [routed-events]/

levent]/[1]]", "status":400}
Elasticsearch returns an error because
required routing value is missing
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i
b
"mappings": {
wproducts”: {
"properties"
wproduct”: {
"type string",
"fields": {
tabingledss o 47 Field using the

"type": "string", shingle analyzer
vanalyzer": "shingler"

{

e
curl -XBUT localhost:9200/shop2/products/1 -d '{

"product. iphone accessories"
b
curl localhost:9200/shop2/_suggest?pretty -d '{
wdymes {
"text": "ifone accesorie",
“phrase": {
"field": "product.shingled", < Shingle field is used
b ip s A for scoring, unigram
direct_generator®: [{ field for candidates
"field": "product” <«
hn
}
)
e
# reply snippet
"text" : "iphone accessories", Score gap increases
" " i 0.44569767 b
sl oan compared to listing Fd,
text" : "ifone accessories", .
G e s e because the first suggestion
i A matches a bigram
"text" : "iphone accesorie",

ngeore" : 0.16785859
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curl -XPUT localhost:9200/shop2 -d '{
"settings": {
"analysis": {
"filter": {
"shingle": {
"type": "shingle",
"min_shingle_size": 2,
"max_shingle_size": 3

}
b
"analyzer!
"shingler": {
"type": "custom",
"tokenizer": "standard",
"filter": ["lowercase", "shingle"]
}

Shingle analyzer
that outputs
unigrams,
bigrams, and
trigrams
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“query®: {
“function_score®: {
query": (
"match®: {
"description®: "elasticsearch"
}
b

"functions": [

{

weight": 2,

"filter": {"term": {"description":

N
{

"weight": 3,

"Eilter': {"term": {"description":
}

"hadoop* } }

“logstash"}}

Boosting
documents
containing
“hadoop” in the
description by 2

Boosting
documents
containing
“logstash” in the
description by 3
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Every JSON
needs to end
in a newline
(including the
last one)

and can't be

prety-printed.

b [ -rrteand g Ao First fne of the requests
~data-binary @fle-name to contains operaton (index)
preserve newline characters and metadata (ndex.ype.1D)

REQUESTS_PILE- /cup/test_bulk
echo *(index: (- index* : get-together, *_ type®:*growpt, *_ia*:*10]}
{"name* :"Elasticasarch Bucharest+)

(vindesx: (*_index" :"get—together®, *_type":*group®, *_id*:*117}) -
(*nane- :"Big Data Bucharest’}
* > sREQUESTS FILe
curl -XPOST localhost:9200/_bulk --data-binary GSREQUESTS_FILE Document
= - content.
Using a e and pointng to it via
“data-binary @fle-name to

‘preserve newiine characters
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5
SCOTE iy document = > v/ TFd * IDF?4 » norm(d, field) » boost(1
-





10fig01_alt.jpg
Indexing one diagram at a time

Bulk indexing

Index
doct

Index Index: doc1
doc2 Index: doc2
doct doc2 doct: succeeded
succeeded failed doc2: succeeded
Elasticsearch Elasticsearch
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curl -XPOST 'localhost:9200/get-together/ search?pretty' -d'{
queer: {
"function_score": {
"query": {
“match®:
"description": "elasticsearch"

}

) ‘weight function
“functions": [ boosting documents
( with “hadoop” in
"weight*: 1.5, the description
"filtert: {"term': {"description”: "hadoop"}} by15

}
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}

}
}
}
)
# reply snippet
"options® : [ {
"text" : "iphone accessories”,
"score” : 0.3933509

B
1
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curl -XPOST 'localhost:9200/get-together/ search?pretty' -d'{

“query": {
"function_score": {
"query": {
"match": {
ndescription": "elasticsearch"
Empty
u functions list
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curl localhost:9200/shop/_suggest?pretty
"dyn-description”: {

"text": "ifone accesorie",
"phrase”: {
"field": "product”,

"max_errors": 2,
ncollate": {

"query": {
Suggestion matchr: {
text is in the *{{£ield_name}}":
predefined "query™: "{{suggestion}}",
suggestion "operator”: "AND"

variable. )
}
b

"params": {

"field name": "product®

-d '{

The query can
contain variables
that you can pass
as parameters.






ch09ex14-1.jpg
*hits" : {

“total" : 3,
“"max_score® : 1.0,
"hita® : [ {
"_index" : "get-together”,
"_type" : "group",
ian

_score : 1.0,
fields" : {
"name" : [ "Elasticsearch Demver" ]
}
bt
_index" : "get-together",
"_type" : "group",

Fr
"acore" : 1.0,
fields" : {

[ "Boulder/Denver big data get-together" ]

"get-together",

“group",
107,

score” : 1.0,

“Eields® : (

"name" : [ "Denver Ruby" ]

}
2]





0f-fig05_alt.jpg
term frequencies

elasticsearch in action —> 1

Notigrams found.
Discounting score by 0.4
elasticsearch in > 1
150 L. No bigrams found,
inaction > 1 Discounting score by 0.4x0.4

elasticsearch -> 1 0.16x1/50
elasticsearch 0.16x1/50 elasticsearch
in action s=>1 is auction
0.16x3/50
auction >3

Total:0.8/50
TOTAL: 50






161fig01_alt.jpg
curl -XPOST 'localhost:9200/get-together/ search?pretty' -d'{

iaiirs i
"match:
“title": "elasticsearch Original quaty to/euecite
) on all documents
}
G i Number of results on which
window d1ze%; 20; to perform the rescore
"query": {
"rescore_query": {
"match": {
reicler
"eype": "phrase", Query that will run
"query: "elasticsearch hadoop", on the top 20 results
"slop": 5 of the
}
}
}
"query_weight": 0.8, ‘Weight of the scores from
, "rescore_query_weight": the original query
) Weight of the scores from

the rescored query
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b SRRl SERORT “looRiBoNE (83007 Slinsey® Gt

(
wactions® Add an alias to the
oot g ! get-together index.
“addr The alias will be called
"index": "get-together”, < damiaearants.
"aliag": "denver-events®, <+
“filter™: { "term": { *name: *denver® } }, Filter results by
“routing": "denver® dbcasases whieu asies
} N contain “denver”.
) Automatically use the
i routing value denver.
"
(*acknowledgear :true)
} curl -XPOST ‘localhost :5200/denver-eventa/_searchipretty’ -d' | g ooy
S " documents, using
LT the denver-events
*match_all*: () by
h
"fields: (*name")
e

(
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curl 'localhost:9200/autocomplete/_suggest?pretty’ -d '{

tags-autocompleten: {
"text": "d",
“completion”: {
"Eield": "tags"

1
e
¢ reply
"tags-autocomplete” : [ {
neext : v,
"oftset
"length
noptions® : [ {
“text" : "big data",
"score” : 8.0
ot
"text" : "data visualization",

"score" : 5.0
B
o

Suggestions are
the outputs ranked
by weight.





ch10ex04-0.jpg
SV D LA ST SN -
u_..n..mu.,.w.,.j

The body contins the
For very 55 you have
other search, | echo '{index® : "get-together", *type*: "group’} bt
youhaves | (query" : (*match® : (*name": “elasticsearche}}} ¥ sgie soarche.
header and a {"index" : "get-together", "type": “event"}
‘body line, || (“query® + (“matchs o (-ticler: “elasticaearch})}
Y reuese
curl locatnost 19200/ _msearchipretty —-data-binary erequest | ASwithbulkrequess
¥ ey ic4 importan t
t presere newline
The (o *responseat : I { characers.
responsels | ook
ol | -
i “hiter  ({
gy +_index : “get-cogether
isalin Sty Reply for the
e, e carowt, porkr
= : Shout grovps

»“acore” : 1.8106999,
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curl -XPOST 'localhost:9200/get-together/event/_ search?pretty' -d'{
"query": {
"function_score": {
“query": {
"match®: {
"description®: "elasticsearc!
}
b
"functions": [

{
“random_score": { Optional seed for the

Smecdtis 1354 random_score function
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curl -XPUT 'localhost:9200/autocomplete’ -d
"mappings": {
"group”: {
"properties": {
"tags": { "type": "completion" }
}

}
1Y
curl -XPUT 'localhost:9200/autocomplete/group/1' -d '{
"tags": {
"input": ["big data”, "data’],
"output: "big data”,
"weight": 8
N
curl -XBUT 'localhost:9200/autocomplete/group/2' -d '{
"tags": {
"input": [*data visualization", "visualization"],
"output: *data visualization®,
"weight": 5

)}

When using
separate fields,
you can
separate inputs,
outputs, and
weights.
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bt
ncreater : {

index" : "get-together,

Ttype" : "group",
"Tid" : "8wIGONgST_WEILSISTz_Ug",
" version® : 1,
"Status” : 201
}
b
“update* : {
"_index" : "get-together",
type" : "group",
an : naav,
" version" : 2,
“status® : 200
}
bt
"delete" : {
"_index" : "get-together",

: "group",
Tidv s v10%,
“Tversion® : 2,
“Status* : 200,
Rt S

Update and delete
operations increase
the version, ike
regular updates
and deletes.
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curl -XPOST ‘localhost:9200/get-together/event/ search?pretty’ -d'{
“query": (
"function_score: (
rquery": (
"match: {
*description”: "elasticsearch®

}
L — Seript that wil
h be run on each
wscript_score: { document to
"script®: "Math.log(doc['attendees'].values.size() * "'I""“"*‘
nyweight) ", value

"params”: {

MEyweightes 3 & w The variable myweight

}

will be replaced by the
parameters in the request.

will be replaced by the score

: "replace” The original document’s score
generated in the script.
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curl -XPUT 'localhost:9200/places/food/1' -d '{ "name": "Pizza Hut" }'
curl *localhost:9200/places/_suggest?pretty’ -d '{
"name-autocomplete”: {

ki,
“completion®: { Completion suggest requests
"field": "name.suggest" run on the (nvaiﬂﬂ field.
y }
N
#reply
"name-autocomplete” : [ {
st ot
roffsett ; o0,
et The indexed name
ength" : 1,
ry is returned as a
"options" : [ { suggestion.
"text" "Pizza Hut", 88 B

"score” : 1.0

1
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echo ‘{"index":{}}
{veitler:"Elasticsearch Bucharest"}

create":{}} Update operation:
{"title":"Big Data in Romania"} specify the ID and the
{"updater:{"_id": "11v}} partial document.
{"doc":{"created_on" : "2014-05-06"} }

{ndeleter:{"_id": "10v}} Delete operation:

. SREQUESTS_FILE o document is
URL="Localhost :9200/get -together/group’ necded, just the 1D

curl -XPOST $URL/_bulk?pretty --data-binary GSREQUESTS_FILE
# expected reply
"took" : 37,

rerrors™ : false,
items® i [ {

rcreater : {

"_index" : "get-together",

"type" : "group",
"Jid" : "rVPtooieSxqfMé_JX-UCkg",
" _version® : 1,
watatus" : 201
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curl -XPOST 'localhost:9200/get-together/event/_ search?pretty' -d'{

"query": {
"function_score
"query": {
"match": {
"description”:
}
).
"functions": [
{
"field_value_factor"
"field": "reviews",
"factor": 2.5,
"modifier*: "ln"

{

"elasticsearch”

Numeric field to
use as a value

{

Factor the reviews field
will be multiplied by

Optional modifier to
calculate the score with
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REQUESTS_FVILE=/tmp/test_bulk

echo *(*index":(}) Specifying only the operation, because
{name" : "Elasticsearch Bucharest”} index and type are provided in the URL
{index*:(}} and IDs will be automatically generated
{"name":"Big Data Bucharest"}

" > SREQUESTS_FILE Specifying the
URL='localhost : 9200/get -together/group’ % index and type
“aF] SXPORT BURL/ uIEToretty --dsta-blskey SRRECGORSTE PILE in the URL
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curl -XPUT 'localhost:9200/places’ -d '{
"mappings": {

"goodn: {
"properties": {
“name": {
ke { SeEts Suggestions would
i be stored in the
: completion field.
“completion®
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ch10ex04-1.jpg
TOECREEE
"Blasticoearch Denver®,

“tookr : 7,
()

“niesr ;[ {

*_indext : "get-togethers,

2 i Dy N et ook
et L e, et
5 - ‘query replies.

*Zecorer : 0.3581454,
+Zaourcer:
*host: rLeer,
*titler: *Introduction to Elasticsearch,
“w
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UEL SKPUR focalhost:9000/template/Jogaing dudex d TR 9] PUT.command

"template" : "logstash-*",
"settings® : {
"nunber_of_shards" : 2, Applies this template
"number_of_replicas" : 1 to any index name that
¥a matches the pattern

"mappings" : { .. },
"aliases® : { "november : {} }

b





ch07ex10-1.jpg
“"aggregations" : {

"bg_count® : 3

5 Total number of events
"significant_attendees” : { i
fesi Lee attended is 5
“buckets® : [ {
"key" ; "areg",
s Greg has similr taste: he
nionzan 7999 attended three events in
ccorer : 1.7333999393999s0s, | tended three evetsfn
*bg_count” ; 3
h
el o R, o )
P g Mike is next, with two
’ ith s i total all of
“score! 1.2000000000000002, ovencs o *
% them with Lee.
*bg_count® ; 2
h
“key" : "danielr,
b e Danielislast; he went to
< el three events, but only
“score" : 0.6666666666666667, *

two of them with Lee.
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Take only
attendees

URI=localhost:9200/get-together/event/_search
curl "SURIZprettyssearch_type=count” -a '{

"query”: {
R s Foreground documents
fateendses’; Yess are events Lee attends.
}
k (
"aggregations®:
%ixgiif)can( attendees": { You need attendees who
"significant_terms": { appear more in these
“ieldn: “attendees", events than overall.
"min_doc_count": 2,
Sexclupesy’ ilens < Exclude Lee from analyzed
} terms; he has the same
) taste as himself.

e
### reply
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{ W

_scroll_id" : "c2NhbjswOzE7dGI0YWxEaGl0cz030u==", ‘with the scroll ID you
E] got previously;
"hite® ¢ { specify a timeout for
“total® : 7 the next request.
"max_score" : 0.0,
*hits® i [ { This time you geta You get another
* indext : "get-together®, page of resuits, scroll 1D to use for
el the next request.

curl *localhost:9200/_search/scroll?scrollelnspretty’ -d
2NN 8WOZETAGIOYHXEAGL 0cZ030 < Continue getting pages by using
the last scroll ID, until the hits

array is empty again.






07fig08_alt.jpg
Terms aggregation:

Trade performance for accuracy
by seting larger shard_size

pE—

tags:

fiold=tags big data: 9
size=2 lucene: 7
shard_size=3
tags: tags:
open source: 6 elasticsearch: 5
big data: 5 big data: 4

lucene: 3

lucene: 4

Node 1 Node 2
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DUES " A00RLRCEE 1 9300/ GEL~CONEThAL/ SVEDL/ _SSATORTIEStLYSI=ELAStI0o00TCR\.

cseszch type-acan

&lc!ﬂ“-l‘:\ Elasticsearch will wait

:.1";100 ekt ‘one minute for the next
reply uest (see below)

( MM request s )

"_scroll_id":

"C2Nhb] 8x02k203dZakdQOTILUINpNGPXRWh4SORUVETMTE 0b3RhbF90aXR20IC7"
1

“hits": ( You get back a scroll ID
seoeal; 7 You dont et any rests that you'll use in the

Eoti yet, just their number. o requent.

..
curl 'localhost:9200/_search/scroll?scrollelmspretty’ -d

+ C2Nhb302k203 dZAKAQUTILU1NPNGpXRWhd SORWUVETHTE Ob3RhDF90aXR20§ 7'
§ seply





10fig16_alt.jpg
“Total DF for
elasticsarch:
12

doct:
TF for "easicsearch

doc2

TF/IDF weight = 21 TFIIDF weight

shard 1: DF for elasticsearch = 10 shard 2: DF for "elasticsearch” = 2
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Node 1 Node 2

node.rack: 1 node.rack: 1

R2

Node 3 Node 4

node rack: 2 node rack: 2
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URI=localhost:9200/get-together/event/_ search
curl "$URI?pretty&search_type=count" -d '{
"aggregations": {

"dates_breakdown": {

e Define a format to
"gield": "date", parse thedals
"format": "YYYY.MM", strings.
"ranges": [

{ "to": v2013.07" }, Ranges are defined
{ "from": "2013.07"} in date strings, too.
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curl -XPUT ‘http://localhos!

{

200/myindex' -a '

"mappings® :
*my_type" : {
Trdynamic_templates® : Match field names
e :pt - Y endingin _guid. Matched fields
"match® : "+_guids, must be of type
“"match_mapping_type" : "string", | string.
"mapping"
"type" : "string®, Define the mapping
"index" : "not_analyzed" ‘you will apply when
i amatch is made.
¥
h Don’t analyze
} these fields Set as type

) when indexing. string.






ch07ex11-1.jpg
"aggregations® :
"attendees_breakdown" : {
“buckets® : [ {

eyt ve-d.0n,
“tor : 4.0, For each range, you
“to_as_siring' : "4.0%, et the document
B
"hey + 14.0-6.0%,
nronn : 4.0,
"Erom a6 _string" : *4.0%,
weon 5 670,
veo_as_stringt : %6.0%,
vdoscoumen ;11
it
They® s "6.0-01,
"from" 6.0, ‘even if that
"Erom_as_string" : "6.0%, value is 0.

i e ® &
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curl -XPUT 'localhost:9200/first_index' -d

i

"mappings®: { Throw exception if an
“person®: { unknown field is encountered
“dynamice: EEELGE; atindex time.
"properties”: {
vemail®: { "type": "string"},

“created_date": { "type

"date" }

}
e

curl -XPUT 'localhost:9200/second_index' -d

i
"mappings”: { Allow the dynamic
"person”: { creation of new
"dynamic" : "true", flelds.
"properties”: {
"email®: { "type": "string"},
“created date": { "type": "date" }
}





ch07ex11-0.jpg
URI=localhost:9200/get-together/event/_search
curl "SURI?prettyssearch_type=count® -d '{
naggregations": { 4
"attendees_breakdown": ( Use a script to get
nrangen: ( the mber e
"acriptn: *doc("'attendees'"'] .values.length®, previous examples.
"ranges": [

{ reom: 4},
e b isendl 3y The ranges to
{ rexom: 6 ) use for counting
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Guxl -XNUT 1o0B1hoSt:9200/_template/logging index sil -4
“template* : *logstash-09-+",

o vordert : 1 PRE—
“sectings® © ( gt
"number_of_sharda : 2 Wit logstash09-+
Highest “number_of xeplicas" : 1
order s
number will “mappings* : {
override "dacer : { vstorer: false )
thelowest | |,
order "alias* : { *november" : () }
number | |,
seting
curl -XPUT hecp://localhost :5200/_cenplate/logging_index -d '
“cenplater : "logstash-+*
“order® : 0 Apply this template to
*settings® : { any index begianing wit
“number_of_shards* : 2, “logstash.* and store
*number_of_replicas® : 1 the date ild.

mappings® : {
“date* : { "store": true }
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URI=localhost:9200/get-together/event/_search
curl "$URI?prettyssearch type=count" - '{

"aggregations®: {
Wevent_dates®: [
"date_histogram": {

“fieldr: "date",
"interval®: "1M"
}
}
3
### reply
vaggregations® : {
vevent_dates” : {

"buckets" : [ {

"key_as_string" : "2013-02-01T00:00",

"key" : 1359676800000,
"doc_count” : 1

b

interval here is
specified as a
date string.

key_as_string is more
useful here, because it's
a more human-readable
date format.

"key_as_string"

"2013-03-01T00:00",

"key" : 1362096000000,

"doc_count" : 1

bt
"key_as_string"
ey
"doc_count "

2

"2013-04-01T00:00",

1364774400000,
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URI=1localhost:9200/get-together/event/_search
curl "$URI?pretty&search type=count" -d '{
"aggregations": {
"attendees_histogram: {
"histogram": {

"script": "doc['"'attendees'"').values.length",
"intervalr: 1
} interval used for building
} ranges. Here you want to
b see every value.
444 reply
raggregations” : {
"attendees_histogram® : { Keys show the from
“buckets® : [ ( value of the range;
e “to” is key-+interval
"doc_count" : 4
bt
ger i Next “from” is the
doc_count" : 9 previous “to”.
ot
“key" : 5,

=doc count® : 2
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Total
number of
nodes that

hold data in
the cluster

Cluster status indicator:
convenient general health
icator of the cluster

Total number of nodes in

the cluster
"cluster_name" : "elasticig®,
i ‘“:’“ ?‘j"]’“‘ Total number of primary shards
clnad oub” ; false, for al indices in the cluster
"nunber_of_nodes : 2, <
“nunber_of_data_nodes® : 2,
ctive_prinary_shards" : 10, Total number of al shards,
"active_shards® : 10, | primary and replica, for all
"relocating_shards" : 0, < ndices in the cluster
"initializing_shards <
"unassigned_shards® : 0 < Ser of s sk
are moving across nodes
Number of shards that are St the pravamt Uene
defined within the cluster
state but can't e found Number of shards

thet are newly crested





11fig02.jpg
R2

Node 1 Node 2
node.rack: 1 node.rack: 1
R1

Node 3 Node 4

node rack: 2 node rack: 2
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### reply

"aggregations" : {
"dates_breakdown" : {

"buckets" : [ {
"key" : "%-2013.07",
"to" : 1.3726368E12, For each range, you
"to as_string" : "2013.07", get the document

St count.

"doc_count” : 8

bt
"key" : "2013.07-%",
"from' : 1.3726368E12,
"from_as_string" : "2013.07",

"doc count" : 7





10fig09_alt.jpg
S
docrease the scor.

)

{
A0
Analyzer: denvre Analyzer:
fowm |- {famer | e Lo 1 Lo
Matching term
Document Indexed Torm o Fuzzy query
source e search for strng
[rET—
V4
{
Analyzr: den Analyzer:
lowercase, owercaso,
e = =22 o |
Matching tems
Document Query sting
souree Indexed Termto
— Do





ch07ex02-1.jpg
"hits" : {

"total® : 2
"max_score" : 1.44856,
"hits L
+]
"name": "Denver Clojure",
|
"name": "Elasticsearch Denver"
2]
b
"aggregations" : {
"top_tags" : {
"buckets" : [ {
"key" : "denver",
"doc_count" : 2
bt
“key" : "big data",

“doc_count" : 1

Fewer results than in
listing 7.1 because
you look only for
Denver groups

Tags are counted only for
Denver groups, so they
ook different than in
listing 7.1.
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curl -XPUT 'localhost:9200/hot_index' -d ' R S5 T W —

“warmers®: ( can register multiple
"date_sorting": { warmers, too.
someets e Which types this
This : warmer should
e Under this key define run on. Empty
orta by the warmer tself, ‘means all types.
ate.
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curl 'localhost:9200/get-together/group/_search?pretty’
"query": {

"matchn: {
"location": "Denver" In this query you
} ‘*‘ look only for groups
b in Denver.
"aggregations® : {
"top_tags"
"terms"
"field" : "tags.verbatim"
)
}
g

44 reply
| S |
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Filter: tag=elasticsearch

Aggregate result with other shards
Return reply

Node

Yes

In shard
query cache?

No: run filter
on segments
p~ Yes

In filter
cache?

Not run filter
on docs

Segment

Shard
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scrpt
members: [Lee, Radu] meambers: [Leo, Radu] [P —
gl sotnce) Indexed document Terms aggregation
fild:

members: [Lee, Radu]

members: [Lee, Radu]
F—{(com }— members_count: 2

Original source

‘members_count

[T ]

Vi A
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URI=localhost:9200/get-together/event/_search
curl "$URI?pretty&search type=count" -d '{
aggregations": {

vattendees_percentiles": {

"percentiles": {
vscript": "doc['"'attendees'"'].values.length",
“percents®: [80, 99]
}
)
1
444 reply
vaggregations” : {
"attendees_percentiles" : { 80% of values
nvalues" : { are at most 4.
"g0.0" : 4.0,
"99.0" : 5.0
) 99% of values
} are at most 5.
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size=2
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URI=localhost:9200/get-together/event/_search

‘When you care only about
curl "SURI?prettyssearch typescount® -d ! aggregations, you shouldn't ask
*aggregations: { for any result, just their count.
"attendees_stats":
nstatse: (
“script": "doc['*'attendees'"'].values.length" Script to generate the
} number of attendees.
b Use field instead of script
He to point to a real field.
##4 reply

B0
"aggregations” : {
“attendees_stats" : {

ncount ; 15,

"min : 3.0,

"max" : 5.0,
+ 3.8666666666666667,
: 58,0
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Filtered query

Results
Documents
Aggregation
results






10fig10_alt.jpg
SR PO
[omer =L | =
Watting erm
Document ndexea bocauso  begins Tamo Prefx query
sourte o ith-deny’ soarch or sing
Aty Avatyzer:
lowercase, den lowercaso,

‘edge ngram edge ngram
oo | o T
Matcing terms
Document Query sting
A Indexed Termto

s ekt





07fig07_alt.jpg
Terms aggregation:
field=tags

tags:
big data: 9

(shard_size

‘The term result “lucene: 7" is
missing, because only 2 terms
) are returned per shard.

)

open source: 6

tags:

open source: 6

big data: 5

Node 1

tags:

big data: 4

Node 2

elasticsearch: 5
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doct
TF for “elasticsearch” = 2
“TFIIDF weight = 2110 = 0.2

doc2:
TF for "elasticsearch = 1

TFIIDF weight = 12 = 0.5

shard 2: DF for elasticsearch’ = 2
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URI=localhost:9200/get-together/group/_search
curl "$URI?prettys&search_type=count" -d '{
aggregations": {

tagsh: {
termst:
"field": "tags.verbatim",
Criterion to sort on (the
term for that bucket)
, } and order (ascending)
e
### reply
"aggregations® : {
tags" : {
“buckets" o
"key" : "apache lucene",
"doc_count" : 1
bt
"key" : "big data",
"doc_count" : 3
bt
"key" : "clojure",

Vo oomst™ : 3
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curl 'localhost:9200/get-together/event/_ search?pretty’' -d '{

"query™: (
"function_score": {
"Eiltert: { Filter all documents with
reermt: the term “elasticsearch”
"titler: "elasticsearch" in the ttle field.
}
i Compute relevancy by looking at
"functions®: [ the term’s frequency in the title
{ and description fields.
"seript_score": { <
"scriptn: "_index[\"title\") [\"elasticsearch\"].t£() +
_index[\"description\"] [\"elasticsearch\"].t£()",
"lang": "groovy"
}
) Access term frequency via
1 the tf() function belonging
) to the term, which belongs

) to the field.






